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§ 1. BFFERRRDOBEE

In this fiscal year our investigations trailed different studies we published in the same
fiscal year. Those studies are in the main direction of programmability of HPC systems,
at different levels of abstraction, from applications down to hardware accelerators. We
capitalized on those studies, by conducting a meta—investigation of the requirements
of fine— and coarse—grained tasking, and a meta—analysis of the
communication/computation breakdown. With this analysis, we improved our
understanding of the main limitations of the off-load execution model and are now aware
of the design considerations for the target autonomous execution model. We are thus
well-positioned to enter the next fiscal year with the clear goal of formulating and

implementing the desired execution environment.
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