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Ultra-high-speed In-Network Computing Platform

Principal Investigator : Prof. Mitsuru Maruyama (Faculty of Informatics, Kanagawa Institute of

CRONOS-2024 AREA 1(PO: NAKAO)

Technology)

Co-PI : Prof. Takashi Kurimoto (National Institute of Informatics) - Prof. Nakachi Takayuki

(University of the Ryukyus)

- Yasuhisa Kato (Miharu Communications Inc.)

Grand Challenge/Goal of Research and Development Issue : At "GC2 : Network architecture that can be
reconfigured to respond to evolving needs and technological advancements." Our goal is to provide an
environment conducive to the stable and immediate sharing of time-continuous high-speed streaming data

utilizing diverse network environments.

Research overview
This research project proposes an architectural framework leveraging in-network
computing to facilitate autonomous functional collaboration by seamlessly integrating
networks and computational resources. This approach allows real-time coordination
between the network and computational resources, achieving high-spged and low-latency
processing. Additionally, the study introduces a system that shares network status with
application and user terminal sides, promoting more streamlined and adaptive network
operations.

- Promote standardization, including that of a control plane that facilitates dynamic
resource allocation to ensure uninterrupted processing in the event of a failure, using IETF
SRv6 End.AN.

- By merging the software router section using DPDK and CPU processing and optimizing
the data transfer, we will achieve ultra-high-speed and low latency performance of 1 Tbps
and less than 1 ps.

- We will facilitate early social implementation through various application demonstration
experiments on wide-area testbeds and provide the platform as an OSS.

Expected social impact:

« Operating environment for highly realistic applications with real-time low-latency
processing.

« Creating a safe and secure network environment by providing high-quality low latency
networks, dynamically changing redundant resources in the event of quality
degradation, stabilizing by initiating a compensation protocol, and AI analysis on the
scrambled 8K image domain.
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