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1. XAI7Oas M E

DESCRIBE PREDICT EXPLAIN
Symbolic Reasoning Statistical Learning Contextual Adaptation
engineers create sets of engineers create engineers create systems
logic rules to represent statistical models for that construct explanatory
knowledge in limited specific problem domains models for classes of real
domains and train them on big world phenomena
data

reasoning over narrowly natural communication

defined problems nuanced classification among machines and
and prediction people

no learning capability capabilities

and poor handling of systems learn and reason

uncertainty no contextual capability as they encounter new
and minimal reasoning tasks and situations
ability

Perceiving Perceiving Perceiving
Learning H Learning Learning
Abstracting Abstracting Abstracting
Reasoning h: Reasoning Reasoning

REZAIFE3DE Contextual AdaptationEii BT, SEIRNBTHADA!, FicHmEEICED<
IN—bhF—%&warfightersHIREEL, WEICETEL, DEMICEIRTICE2HIET.

TN, BELEBRELZHIFLENS, JVURBAMRLET IV EERY S E R K %65,
R, BIIOHCIHEMICE>TETF NI/ R1I—F—H BRI E CH AL HAICEIERYT 3.
>HEEEHATEEICIIMN—RAT7HHDIEZBRNTEY, B Z2FMTDELTLVS.
SAA71—REDRE, BELUTDHMIREDEIEHNDHSEEEhTIVS.
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1.1 BARVHE

FEITR A2 1% 2 A A e —
BRORTETIV ;’/Jﬁit‘%%’g BRYEFTIZHTI=2T
=24 331 “/‘3__/" E"E %Eﬁ
DFE 21— (5B A
2R

Data " SIEIX, REDOTIIL
Analvti some | B [ FATATT—ADS

alytics S ST PESS N e MEEDYRERL
5 R e

7)[&'—2‘7477—’5‘

Images

RR2

RRET—2EIAD
FrE DYMAE R

{ardg, HEBELI=H(LEEH-
f=h\) ZErBH

IWEE HE
DMK EIRTE

BHRY

ARL—EE, —ED

Autonomy S EA Al AE £ B SyavEERT D
S ETIL 10587z —R[¢ =OICBEVRT L%
= EFE
RiLFERE EEL TS
ArduPilot & SITLY2alb—33Yy
DZaL—FINT=EVL AV || wmm s m o s s s ? 1’F%li SHREDER
o - T and .
CBNTRERSEEE | RORISTIVIVEDRR | P e e
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1.1 BARVHE

2DDNEAYIE, 22N EERELEMFET D7 7O0—F (S HEBELEIEFER OIS,
2DDNEBLEDARPADI Y a/(MEBIRIRAITEBREATLIICH LTS,

+ Data Analytics

> SR AND BZEFHR A RIS
> VRISV FAT1T7T—42
> HEAOBMIE, FIEHEDNFT—TIYNeR M ERDZI-HDMERH
=>FAE, MEFIBL—IBREL TR R DR EEFARTT S, LED
NNE@&ZHRALLSTIREOMTENEWSIREL M A—D KN EN BUIREMN LR E
+ Autonomy
> LY AND B ATLICH G
> MREFFO-2, QFRvMEOBE)I/NrOYE
> EREADBEMIE, IRMEEHFBRIATLEESVWDRRRTESESH2HIERL, ROEARY
ERETD/-HDIRMDIZH
> B{FMIC, ArduPilot/Software in the Loop (SITL) environment%XE5E
>RITRICTDITHIERZHATIEVSHRE
NN EO—-LANNETZ DT 72, $iEh, REOHKAEITIEHKOSNTIVS

X — RIS, BHEEREMHUEE, HMELEE BIEETO
Japan Science and Technology Agency 3’3(:§J\§E§1’L, ﬁiﬁlﬁ%ﬁli#&gﬂiﬁ)"), %&Eﬂitﬁbtif:ﬁﬁé. 421



1.2 siBAElE

HEAEE, ETFNOEHEERNLIFIREEIFSEIIL.
SREAMEREL T, FIZIELI T D3IDHEITSNS.
>EENEERICHITIATN, REMATVFHE, FI2EHATN, REDIDHAEMEZSH
+ Deep Explanation
> Deep Learning[it. DNN%Zmore explainablelcd? =5 £&IE>TL VAL

> DNNICERB 892 RETHEBICEBEBTERTESLE(attention mechanisms*?
compositional generative models[IJCAI XAI])

S>ENFHEHPHRICTINTOIOHDERTETTERE DHIEZMIT2EKTIIHRARYES
+ Interpretable Models
> Random Forest¥?Bayesian, Probabilistic LogicZ &R+
> —REICDNNEWRIRA, BEEITHID, RYP7—IVRD/—FOEBEKEZIRZRTL,
EFINDEBEP AL AEOIHRERFREZERLPTL
+ Model Induction
> ETFNWIEKBE(ETNET VIRV OARELE)FiE

> EFIVOAR 2L SR TCRITRIELET IV TEIRT B(additive feature attribution
methodsiE). $2L &, BINOETF I THBA%ZEMT B(caption generation )&

v A—-ANiRBA(E%Y ORI ))E/O—NIVERB(AIDIRZEVLW OB RICHZODV7)
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1.2 siBAElE

Learning Techniques (today)

3

>0 =——) @
o= © Tomorrow

XAl Goal

Create a suite of machine
learning techniques that
produce more
explainable models, while
maintaining a high level
of learning performance

Bayesian
Belief Nets

ind PeMfdrmahce

A J

e
e LT % o5 Model
ekl D X
E iment
FTTT AT i)
Deep Explanation Interpretable Models Model Induction
Modified deep learning techniques Techniques to learn more structured, Techniques to infer an explainable
to learn explainable features interpretable, causal models model from any model as a black box
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1.2 §iBHElE

Attention Mechanisms

Salience Map \

Feature Identification

Generator

( Downy Woodpecker Definition: \

Modular Networks

/"Neural module networks I
[Andreas et al. CVPR16 EMNLP16] [Hu et al. CVPR17]

Q: Can you park here?

'NO | Prediction
Neural
module =83
network i

Attention visualization

Decision path

Learn to Explain

This bird has a white breast, black
wings, and a red spot on its head.

l RNN

Image Explanation:

This is a Downy Woodpecker because it is a black and

\ » Tagger [ Interpretatioy

K white bird with a red spot on its crown. /
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A d

SFHIEEREINTUL VAL
> 7O —Ick?d

BRESNTEHY,

sREA, RItRML, SERER, F/7070FRAEE
RMOHCIHKTERHMEFZORMBICE>TIER A ELHRHAZIRTTS
=>HHHSHAKIEEEY/PTEADLSIC

MEEMIITEIIETIVI7AN—HHZEESEIRTNTIVS

Japan Science and Tec

]
8
=

basebal il

canadian

i B L [ 1]

dave

s o Owgmrses: L GER see s [
Folders Messages in the ‘Unknown’ folder
Original Predicted  Prediction Re: O in Detroit?
: ‘Lélglmnwn rder Sien topic  confidence an_::;ﬁgwf.::n (George H)
(112D megzages) 9287 Re: Playoff Predictions Hockey  99%
Harold Zazula < DLMOQCECUNYVIMET
9234 Re:Schedule,. Baseball  60%
- 1 was watching the Datroit-Minne: and thought | saw an
cor " 9306 Paul Kunia and Canadian Wor Hockey 5% >actopus an the ice after Ysabaert sco ama at two. What gives?
9308 Re: My Predictions Far 1953 Baseball  64% & *{ls there seme custom te thiew actopu e in Detrolt?)
Baseball
& A 9312 Re:NHL Team Capiains Baseball  64% A Itis 3 long standing goad luck Redwing's tradition to throw an cctopus
corract predictions 9316 Re:ugliest swing Bassball  63% A on the ice during a SENE! Cup game They say it dates back to ‘52
= at the Olympia when the Wings bacame the 15t team (I think) to sweep
9313 Oretogus in Detroit? Hockey — 67% the cup in 8 games. & lot hardet 1o throw one fram Jog Louls seats
Prediction totals 9339 Sparky Andersan Gets win #2000, Tigers beat s Baseball  95% ihan froem the old Olympia balcory, thagh.
Heckey 2712 W 9347 Re: Goalie masks | Baschal  JEEEY Funms\ | ver saw was when some Tiget fans thraw ens on the fisld
) - - duting bill gam ... | was living in Califomia
Easabal 917 & 9362 Re:Young Catchers Basenall 2% A and the fa(k_'. Iwas watiching with had mever heard of hockey and were
" 937 Re: Winning Streaks 53% incredulows whan | recognized the ectopus BEFORE the camera closeup !
“Stanley” 9379 Royals Baseball  64% A
9390 Phillies Mailing List? Bassball  65% A
Sasebal 9410 Reds snap 5-game losing streak: RedReport 4-18  Baseball  98%
Hockey 9423 Re:Juggling Dodgers Baseball  5T% A
am 9424  Re: Candlestick Park experiance (long) Baseball  95%
Unknown 9433 Fe: Notes on Jays vs. Indians Seres [ Razchal JEEY
] 9434 Re:When did Dedgers move from NY to LAT Baseball [JEERY
=
a 9433 Playoff paol Hockey  96%
H 9441 Ra: Hockey and the Mispanic community Hocksy — 95%
u 8449 Re: Yoai-isms. | Eaccnat  BEG
-
: Impaortant words

[l

-

5 18

david hockey player players prime stanley stats  liger  time

.l

Undo impertance sdjustment

Why Hock:

AND

Part 2: Folder size
The Baseball folder has more messages than
the Hockey folder

Heckey: 7

Basabal: |

Add 3 new ward or phrase

Remaove word

Kule

sza, 20154&Y)

Figure 1. The EluciDebug prototype

words the learning system uses to make predictions.

. (A) List of folders. (B) List of messages in the selected folder. (C) The selected message. (D)
pExplanation of the selected message’s predicted folder. (E) Overview of which messages contain the selected word. (F) Complete list of
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1.4 SRBADILRE

v HllIEEREINTLVEL

v RO HRA" DILEFHLREREILIRL,

TR AIRELERZMAETS

=philosophy Tl %<, psychology Tds2 s h ELIE R
SREADMREF T D70\, SHHERELETIVICFICHIZD HS.

Explanation Process & Measures

XAI Measurement
Categories

User-System
Task
Performance

receives

q revises
User Explanation

User's Mental
Model

may initially is assessed by is assessed by is assessed by

“Goodness” Test of Test of Test of
Criteria Satisfaction Understanding Performance

can engender involves

I . I Appropriate |

Trust or gives way to Pprop enables Appropriate

. Trust and

Mistrust i Use
Reliance

Experimental Conditions

Without Explanation - The explainable
learning system is used to perform a task
without providing an explanation to the user

With Explanation - The explainable learning
system is used to perform a task and
generates explanations for every
recommendation or decision it makes, and
every action it takes

Partial Explanation - The explainable
learning system is used to perform a task and
generates only partial or ablated explanations
(to assess various explanation features)

Controf - A baseline state-of-the-art non-
explainable system is used to perform a task

@ Japan Science and Technology Agency
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1.5 lfRLEVWT—7

v —AT, BEEMICEARLEVWT—ICREEALVOEAE
> A-YEFVLTG, K=VF 71X, DOER, 1279717 BiRFE,
Qg 2t
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1.6 7Yz /MEM A& I
s BH D Zh S ETE

v $BRF—253\\SREIIIREENS | User Satisfaction

> {BU, ERRIcHBVTAFIcELDAHE * Clarity of the explanation (user rating)
gﬁﬂgﬁﬁﬁﬂﬁwé’\éténfb‘% « Utility of the explanation (user rating)
=>EIBTOERLE ML I=DH ? Mental Model

* Understanding individual decisions
* Understanding the overall model

v M3 ECHEAOROMTS * Strength/weakness assessment
v hWSEIIFMEBEE—BEBICLHOT, Fil . :What will .it do’ preﬁ:Jictior.w |
ik MISIEE R DD * 'How do | intervene’ prediction

v BEOLEEOF—LETR/ARFF | ook Performance

* Does the explanation improve the

=>1-¥RERERRI-Y—L1T1J user’s decision, task performance?

)

Trust Assessment

» Appropriate future use and trust

Correctability (Extra Credit)

* Identifying errors
* Correcting errors

@ Japan Science and Technology Agency 11/21



1.7 Rroa—=l

N~

REEAT2AOTas oo M

Evaluator

TA1

TA2

Meetings

DFEREZRDIT5NT ...

2017
AUG | SEP

2020
JUN | JuL

) . Prep for HAEIN Analyze 32| Analyze Eval Analysze Results
Define Evaluation Framework Prep for Eval 2 Prep for Eval 3 &
Eval 1 1 Results 2 Results 3 .
Accept Toolkits
Develop & Demonstrate Explainable Models Eval GGG, SRR Eval GG SO AZIM Deliver Software
(against proposed problems) 1 Learners 2 Learners 3 Toolkits
& —— * (against gommon problems) (against common problems)
[ T T T T T T T I [] [T AT T T T T [T T T T T T T [ T[T 1
. . . . Deliver
Summarize Current Psychological Develop Computational Maodel of Refine & Test .
. . ) ] Computational
Theories of Explanation Explanation Computational Model
Model
KickOff Progress Report Tech Demos Eval 1 Results Eval 2 Results Final
g P e B (= —Ps
IKNAR<T17]17) 7

v PITRFELEEHRICERIT AR, LIREYDoDFIOHBERETIA/ANTS
v 2F—LKHl

> TAL: Explainable Learners( SRBARIREETIVEHKBAT2T71—R)
v 11F—L, F—LHEICSB00K-$2M/4E
> TA2: Psychological Model of Explanation( BB EE )
v 1F—L
> FY2019MXAIFHIF$26.05M. b7 7BIET THAIHR RO F RITIEM
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2. XAlZas o R%E

New Explainable | Explanation
Learning = Model Interface
Process
m .
sychological Models
- UC Berkeley Deep Learning Reflexive and Rational . fo?lquﬁISarlgnteigor;nmon
E Charles River Causal Modellng Narrative Generation Naval Research Laboratory
UCLA Pattern Theory+ 3-level Explanation
E Oregon State Adaptive Programs Acceptance Testing
§ PARC Cognitive Modeling Interactive Training
§ CMU Explainable RL (XRL) XRL Interaction
SRI International [Deep Learning ] Show and Tell Explanation
& Raytheon BBN Deep Learning Argumentation and Pedagogy
% UT Dallas Probabilistic Logic Decision Diagrams
< Texas A&M Mimic Learning Interactive Visualization
Rutgers Model Induction Bayesian Teaching

N F—LPRBEEGSF—L

3 Autonomy (IR 5 $I BT + SHEMERL (T5=2%)
@Japan Science and Technology Agency Analyticsk Y #EL LY EIZDLIZAnalytics[AE. UCBEEH 13/21




21 /70T 7MNNBE

+ UC Berkleyblc k2 BEnElE
> BEnEElCHITAHROEYLHAZE— Y TETFAMNTHRATS
+ CRASICEZREIREFRETIV

> AIHEHIFHLET-2EATHENMHLEGREEEDETRIAAL, TORREEISAH
BRTERADRAZITSILEHORARBARETNOEMEZEIETY.

+ Xerox PARCSIcEkDCOGLE

> AFOESEHOEY EEHEDRICHE I (common ground)’&f’ﬁé‘_tt..cl:o't AIHIBEDRED
EHRPEROIRZ BT HOLHDIEHZAICREL, BREERO—VTTAMET

> AvbAd—z2ANWTRO-PEBRLENVS B CESHE2EMAIRZER. XAI‘/Z?‘AliJ‘EiE%ﬁEﬁ’&E
ICETHRMFEBETNOHRTRILECEEANDEETIHHATS
+ Texas A&MBlckDFake News Detector

> SNSYZa1—RLEEXENTFAMT—EHSEBBRCIIAI1—RAe/HEITILIETNEFHEE,
EDRTI7IA7 LML D ERNEED

+ CMuU&StanfordlckdXRL
» XRL(Explainable RL)Tl&, REEBICOVWVTHRENLHEBAZzMII2ERELTII O —(EEE)vvT
ZEMTS. )T =27 ICE o TAINRETHESLIBHPEEMZ. REMICIBIEIZIEHNTES
v SRIA2—Fa7 ISk BDARE

> BEHORBEFERBICHBL, ADBEBIEZRRL, REDRAELHIENEIRHLLY, BASET
SREAZEERT S

HEDKFE. IEFHNEDHBIXAI(ERBAR[EELLAI) IO YA
@Japan Science and Technology Agency https://www.vertex-pts.com/single-post/darpa-xai-project 14/21
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2.1 UC Berkley - Deeply Explainable Al for Self-driving Vehicles

Textual justification system embedded into refined visual attention models to provide appropriate
explanation of the behavior of a deep neural vehicle controller

Input
Images

Attention
Heat Maps

Refined Maps of
Visual Saliency

’ﬂ( “« Vehicle controller —| Explanation generator | \.}
Acceleration, change control Textual descriptions
of course outputs + explanations
. o . Without explanation: "7he car heads down the street”
Examples of Action Description and Justification With explanation: "7he car heads down the street because
Action Description Action Justification there are no other cars in its lane and there are no red lights or
The car accelerates because the light has turned green stop signs”
The car accelerates slowly .befTause the light has turned green and traffic + Refined heat maps produce more succinct visual
1S TIowiIng

explanations and more accurately expose the
network’s behavior

» Textual action description and justification provides
an easy-to-interpret system for self-driving cars

The car is driving forward as traffic flows freely

The car merges into the left lane to get around a slower car in front of it

Kim, Rohrbach, Darrell, Canny, and Akata. Show, Attend, Control, and Justify: Interpretable Learning for Self-Driving Cars
@Japan Science and Technology Agency Kim and Canny. Interpretable Learning for Self—Driving Cars by Visualizing Causal Attention 15/21



2.2 CRA - causal Models to Explain Learning (CAMEL)

Generate causal explanations of ML operation and present them to the user as intuitive narratives in an

interactive, easy-to-use interface grounded in cognitive engineering theories

Machine
Learning

Technique
Parameterization

Machine
Learning
Technique

Test Data

Explanatory
Concepts

Y

Operational Data

Learned
System

™

Explanation
Interface

Explanatory
Concepts

\ 4

Interactions
Narratives

(

Causal
Probabilistic Explanatory
Programming Dictionary
Framework \ y,
Causal s '
Model Learned
Template  \__System
4 Output }
~ ™
Causal Causal
Model Model
Learner L
f

TRAINING

b 4

\

Narrative
Generator

EXPLAINING

QO

O

Operator

In the model induction approaches, CRA treats the machine learning system as a black box and, their

explanation system will run millions of simulation examples and try all sorts of inputs, see what the output is
of the system and see if they can infer a model that can describe its behavior. And then they express that
model as a probabilistic program, which is a more interpretable model, and use that to generate explanations.

@ Japan Science and Technology Agency
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2.3 PARC - coGLE: common Ground Learning and Explanation

Common Observable External World
Internal

model

Discourse to Create Common Ground

—— ey

Shared external memory (database)
Cases, Sensor Readings, Policies & Organized Abstractions

Common

User Ground

Internal

9model
@

)

Understanding

“Dented Cloverieaf”

Case Coverage

ESP (Explainable Segment Policy) for Segment A

( I )

Comgasite Actons

Search Patterns

* Clover Leaf Pattern
* Flower Pattern

* Race Track Pattern
* Serpentine Pattern

Qy Japan Science and Technology Agency

COGLE is developed using UAV test
bed that uses reinforcement learning
(RL), enabling common ground
between people and machine-learning
systems, rather than requiring
computers to master natural language.

A shared database as external
memory for common ground includes
actions, domain features, goals and
also abstractions of these.

By supporting the creation of common
ground, COGLE's explanation interface
provides users with explanations and
insights into COGLE’s reasoning.

17/21



2 4 Texas A&M - Transforming DL to Harness the Interpretability
' of Shallow Models

Develop an end-to-end interpretable deep learning infrastructure with image and text datasets

Images Fake News Health Texts

1 A
H . . 1 . i e
1 Image Visualization ! 1 Text Visualization !
1 Prediction Result 1 1 have been sufferin, 1
: 1 : tacks and Prediction Result
v 2% Red @ ] . []
: ¥ ﬁ\“ - Panda 1 : ; o mip Symptom 1
1 3 1 1 N . Description ]
1 @ : 1« o anxiety  m—s :
] 1 il —
1 p T Red : | ar suffering  — :
] * & | ML worry —
1 Panda m = LI emotional W= =
1 \/ 1 ! ’ vork 1
ey s  bemeetecrcnccccceneaea—

@ Our Interpretable
Fake News Detector

lllustrations with . w/o
. Prediction -
TAMU XAl - Result TAMU XAl :
A— ) SRR
’ A ;
U4 \ :
Content / \ ( Context \ .
Interpretation 7 E p \ Interpretation
(Words > Weight) 'I xample \\ (Attribute > Significance)
- —
3 Ex. 1 4 Speaker b g S—
— . Ex 2 Post Date - [T
—— ' h Length > T 1
————— Ex. 3 Targeting > 1 .
\——/ \_ J:

@ Japan Science and Technology Agency

18/21



3. i (1/2)

v mBRIEEVSEVVGIIL TG,
> XAITIE, AIQHIEER(DFEVIRIA )EMBIEHTENE, IELSETLVDD
ESMSARDHIBITEBRELVDSEERF[AAAS]
=>mBRIEICENS
> {BL, BB OEBZ2OAEIS7Z7O0—FENTLSED, ERIEENETS
Mo=FlcEBdIHh e e ? (IREMED, mBRIEDHSZTIE?)
> THTEH, ABORTE “RHh 272" ELVSIREEIZ Ao TUELY. ..

JSAI2018F &Y a (BOKE vs. RRFEE)
AHB(IBBRTD)EZ M) ?
RNNDH N %H2ED RIVICEBTENEDI /el (1RR)
DFY), Za1—-OvO—IKBEEIVEIZDH ?
BEEMHHBIBERILEVLD, B, ABENMIESETTS?
BEMIC“DHB"CE2BBIIILEBIESEVON?
PHhBENDZER, KBICRHISHELDHI? LELRE
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3. iR (2/2)

+ SREATTHEMEICHE SRV NES1DODREY Y, DEHIZFTEEICAOTLVEL
> —RNICEREB7ZNVIVALIREMEIERERIMET D70, 91 /)T1%2 8K
HRLTH, 22a)71(OREE))EERTZ(HK)
> REMICIRRKUEBICEITEIRTFHENDEBEARAR (T I77—=T17 79730 NE5% )
[FE<HEN

> CORICALTS, AIDVBHZASHMITHIEARHD X FHEZFIITESEVSER
AHh?

v ERHRA AIRTHS:D, T=HEML(=BRREATLIE>TLEL
(DoDELTIRHLETARBDEE FICEHEWTESELTIVS)

> i Dwarfighterso X DH7ELHISER DB LSS, T IEE BIRTEDFIFTIRIL
(Informativeness )L TFIATERIMMC7A—HAL TS

> DARPA&L TldAssured Autonomy PIHRIER(AIZ AT LADIRD VLV ZIFEDNER
IS )

> (BL, RROBRILIZEDNTLS(EFNHRTIIE I LEHY) ? B5IFIET?)
> AINDEFEFIAICET2HEMmITE AL \(GoogleX®AmazonTlERES )
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A. SE X

Explainable Artificial Intelligence (XAl), https://www.darpa.mil/program/explainable-artificial-intelligence,

https://asd.gsfc.nasa.gov/conferences/ai/program/003-XAlforNASA. pdf

Inside DARPA’s effort to create explainable artificial intelligence, https://bdtechtalks.com/2019/01/10/darpa-xai-explainable-artificial-

intelligence/

COGLE, https://www.parc.com/blog/explainable-ai-an-overview-of-parcs-cogle-project-with-darpa/

DARPA XAl Literature Review, https://arxiv.org/ftp/arxiv/papers/1902/1902.01876.pdf

DARPA's research and development budget for fiscal year 2020 saw a sharp increase in investment in Al applied research,

https://ru.tenco-tech.com/news/3/243.html

[AAAS] "How Al detectives are cracking open the black box of deep learning”. Science | AAAS. 5 July 2017..

[IJCAI XAl] Explanation and Justification in Machine Learning: A Survey, Or Biran and Courtenay Cotton, IJCAI 2017 Workshop on

Explainable Artificial Intelligence (XAl)

Brendel, W., & Todorovic, S. (2011, November). Learning spatiotemporal graphs of human activities. In International Conference on

Computer Vision (pp. 778-785).

- Gan, C., Wang, N., Yang, Y., Yeung, D. Y., & Hauptmann, A. G. (2015). Devnet: A deep event network for multimedia event detection and
evidence recounting. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (pp. 2568-2577).

- Hendricks, L. A., Akata, Z., Rohrbach, M., Donahue, J., Schiele, B., & Darrell, T. (2016). Generating Visual Explanations. arXiv preprint
arXiv:1603.08507.

- Kulesza, T., Burnett, M., Wong, W. K., & Stumpf, S. (2015, March). Principles of explanatory debugging to personalize interactive machine
learning. In Proc. of the 20t International Conference on Intelligent User Interfaces (pp. 126-137). ACM.

- Lake, B. M., Salakhutdinov, R., & Tenenbaum, J. B. (2015). Human-level concept learning through probabilistic program induction. Science,
350(6266), 1332-1338.

- LeCun, Y., Bengio, Y., & Hinton, G. (2015). Deep learning. Nature, 521(7553), 436-444.

- Letham, B., Rudin, C., McCormick, T. H., & Madigan, D. (2015). Interpretable classifiers using rules and Bayesian analysis: Building a better
stroke prediction model. The Annals of Applied Statistics, 9(3), 1350-1371.

- Lombrozo, T. (2006). The structure and function of explanations. Trends in cognitive sciences, 10(10), 464-470.

- Lombrozo, T. (2012). Explanation and abductive inference. Oxford handbook of thinking and reasoning, 260-276.
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- Ribeiro, M. T., Singh, S., & Guestrin, C. (2016). "Why Should | Trust You?" Explaining the Predictions of Any Classifier. arXiv preprint
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- Yu, Q., Liu, J., Cheng, H., Divakaran, A., & Sawhney, H. (2012, October). Multimedia event recounting with concept based representation. In
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