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57 ABSTRACT

A point-of-gaze detection device according to the present
invention detects a point-of-gaze of a subject toward a sur-
rounding environment. The device includes: an eyeball image
obtaining means configured to obtain an eyeball image of the
subject; a reflection point estimating means configured to
estimate a first reflection point, at which incoming light in an
optical axis direction of an eyeball of the subject is reflected,
from the eyeball image; a corrected reflection point calculat-
ing means configured to calculate a corrected reflection point
as a corrected first reflection point by correcting the first
reflection point on the basis of'a personal parameter indicative
of'a difference between a gaze direction of the subject and the
optical axis direction of the eyeball; and a point-of-gaze
detecting means configured to detect the point-of-gaze on the
basis of light at the corrected reflection point and light in the
surrounding environment.

12 Claims, 13 Drawing Sheets
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1
POINT-OF-GAZE DETECTION DEVICE,
POINT-OF-GAZE DETECTING METHOD,
PERSONAL PARAMETER CALCULATING
DEVICE, PERSONAL PARAMETER
CALCULATING METHOD, PROGRAM, AND
COMPUTER-READABLE STORAGE
MEDIUM

CROSS REFERENCE TO RELATED
APPLICATIONS

This patent application is a U.S. national stage application
under 35 U.S.C. §371 of International Patent Application No.
PCT/IP2013/070061 filed on Jul. 24, 2013, which claims the
benefit of foreign priority to Japanese Patent Application No.
JP 2012-169223 filed on Jul. 31, 2012. The International
Application was published in Japanese on Feb. 6, 2014, as
International Publication No. WO 2014/021169 Al under
PCT Article 21(2).

TECHNICAL FIELD

The present invention relates to point-of-gaze detection
devices and point-of-gaze detecting methods for detection of
a point-of-gaze of a subject toward a surrounding environ-
ment, personal parameter calculating devices and personal
parameter calculating methods, programs, and computer
readable storage mediums for calculation of a personal
parameter indicative of a difference between a gaze direction
of'a subject and an optical axial direction of an eyeball of the
subject.

BACKGROUND ART

Detection of a subject’s point-of-gaze is a technique impor-
tant for and essential to establishment of modern and next-
generation information environments. Techniques relating to
point-of-gaze detection have a wide range of applications,
such as user interfaces, ubiquitous and ambient environ-
ments, human behavior recognition/understanding, commu-
nication analysis, etc., which use point-of-gaze information.
Accordingly, various techniques have been reduced in prac-
tice in addition to implementation to commercially available
products.

Non-patent Document 1 discloses a technique using an
environment image reflected on the surface of an eyeball as a
novel point-of-gaze detecting method. This technique
achieves point-of-gaze detection by direct mapping between
an environment image reflected on the surface of an eyeball
and points of a scene captured by an environment camera.
This technique has various advantages, such as: (1) system
installation is easy; (2) the need of equipment fitting to a
subject is eliminated; (3) a complicate depth-varying envi-
ronment can be addressed; and the like.

CITATION LIST
Patent Document

[Non-patent Document 1] Nakazawa, Nitschke, Radcov, and
Takemura, “Wear-free and Pre-calibration-free Point of
Gaze Estimation Exploiting Eyeball Surface Reflection
and High-speed Active Light Projection”, Transaction of
Meeting on Image Recognition and Understanding (MIRU
2011), Vol. 2011, pp. 41-48 (2011)
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2
SUMMARY OF INVENTION

Technical Problem

The technique disclosed in Non-patent Document 1 needs
a scheme for obtaining a reflection point at which incoming
light in a gaze direction is reflected on the surface of an
eyeball. Comparison between an image characteristic at the
reflection point in an eyeball image and an image character-
istic of an environment image can result in estimation of a
point-of-gaze in the environment.

Itis assumed in this technique that the optical axis direction
of'an eyeball is aligned with the gaze direction of a subject.
However, actually, because the optical axis direction of the
eyeball and the gaze direction of the subject differ on an
individual basis, accuracy of the point-of-gaze estimation is
limited.

The present invention has been made in view of the fore-
going and has the object of providing a point-of-gaze detec-
tion device, a point-of-gaze detecting method, a personal
parameter calculating device, a personal parameter calculat-
ing method, a program, and a computer readable storage
medium, which take account of a personal parameter indica-
tive of a difference between the gaze direction of a subject and
the optical axis direction of an eyeball of the subject.

Solution to Problem

A point-of-gaze detection device according to the present
invention is a point-of-gaze detection device to detect a point-
of-gaze of a subject toward a surrounding environment. The
device includes: an eyeball image obtaining means config-
ured to obtain an eyeball image of the subject; a reflection
point estimating means configured to estimate a first reflec-
tion point, at which incoming light in an optical axis direction
of an eyeball of the subject is reflected, from the eyeball
image; a corrected reflection point calculating means config-
ured to calculate a corrected reflection point as a corrected
first reflection point by correcting the first reflection point on
the basis of a personal parameter indicative of a difference
between a gaze direction of the subject and the optical axis
direction of the eyeball; and a point-of-gaze detecting means
configured to detect the point-of-gaze on the basis of light at
the corrected reflection point and light in the surrounding
environment.

In one embodiment, the point-of-gaze detection device
further includes a pose calculating means configured to cal-
culate a pose of the eyeball from the eyeball image. The
reflection point estimating means estimates the first reflection
point on the basis of the pose of the eyeball and a geometric
model of the eyeball.

In one embodiment, the reflection point estimating means
estimates the first reflection point on the basis of a model on
the assumption that the gaze direction of the subject is parallel
to the optical axis direction of the eyeball of the subject.

In one embodiment, the light in the surrounding environ-
ment is light of an LED array projector.

In one embodiment, the light in the surrounding environ-
ment is light of a pattern illumination marker.

A point-of-gaze detecting method according to the present
invention is a point-of-gaze detecting method for detecting a
point-of-gaze of a subject toward a surrounding environment.
The method includes: obtaining an eyeball image of the sub-
ject; estimating a first reflection point, at which incoming
light in an optical axis direction of an eyeball of the subject is
reflected, from the eyeball image; calculating a corrected
reflection point as a corrected first reflection point by correct-
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ing the first reflection point on the basis of a personal param-
eter indicative of a difference between a gaze direction of the
subject and the optical axis direction of the eyeball; and
detecting the point-of-gaze on the basis of light at the cor-
rected reflection point and light in the surrounding environ-
ment.

A personal parameter calculating device according to the
present invention is a personal parameter calculating device
to calculate a personal parameter indicative of a difference
between a gaze direction of a subject and an optical axis
direction of an eyeball of the subject. The device includes: an
eyeball image obtaining means configured to obtain an eye-
ball image of the subject; a reflection point estimating means
configured to estimate a first reflection point, at which incom-
ing light in the optical axis direction of the eyeball is reflected,
from the eyeball image; a reflection point detecting means
configured to detect a second reflection point, at which light
coming from a point-of-gaze of the subject is reflected, from
the eyeball image; and a personal parameter calculating
means configured to calculate the personal parameter of the
subject based on the first reflection point and the second
reflection point.

In one embodiment, the personal parameter calculating
device further includes a pose calculating means configured
to calculate a pose of the eyeball from the eyeball image. The
reflection point estimating means estimates the first reflection
point on the basis of the pose of the eyeball and a geometric
model of the eyeball.

In one embodiment, the reflection point estimating means
estimates the first reflection point on the basis of a model on
the assumption that the gaze direction of the subject is parallel
to the optical axis direction of the eyeball for the subject.

A personal parameter calculating method according to the
present invention is a personal parameter calculating method
for calculating a personal parameter indicative of a difference
between a gaze direction of a subject and an optical axis
direction of an eyeball of the subject. The method includes:
obtaining an eyeball image of the subject; estimating a first
reflection point, at which incoming light in an optical axis
direction of the eyeball is reflected, from the eyeball image;
detecting a second reflection point, at which light coming
from a point-of-gaze of the subject is reflected, from the
eyeball image; and calculating the personal parameter of the
subject on the basis of the first reflection point and the second
reflection point.

A program according to the present invention is a program
to allow a computer to execute point-of-gaze detection for
detection of a point-of-gaze of a subject toward a surrounding
environment. The program includes: obtaining an eyeball
image of the subject; estimating a first reflection point, at
which incoming light in an optical axis direction of an eyeball
of'the subject is reflected, from the eyeball image; calculating
a corrected reflection point as a corrected first reflection point
by correcting the first reflection point on the basis of a per-
sonal parameter indicative of a difference between a gaze
direction of the subject and the optical axis direction of the
eyeball; and detecting the point-of-gaze on the basis of light at
the corrected reflection point and light in the surrounding
environment.

A program according to the present invention is a program
to allow a computer to execute personal parameter calculation
for calculation of a personal parameter indicative of a differ-
ence between a gaze direction of a subject and an optical axis
direction of an eyeball of the subject. The program includes:
obtaining an eyeball image of the subject; estimating a first
reflection point, at which incoming light in the optical axis
direction of the eyeball is reflected, from the eyeball image;
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4

detecting a second reflection point, at which light coming
from a point-of-gaze of the subject is reflected, from the
eyeball image; and calculating the personal parameter of the
subject on the basis of the first reflection point and the second
reflection point.

A computer readable storage medium according to the
present invention is a computer readable storage medium
which stores a program to allow a computer to execute point-
of-gaze detection for detection of a point-of-gaze of a subject
toward a surrounding environment. The program includes:
obtaining an eyeball image of the subject; estimating a first
reflection point, at which incoming light in an optical axis
direction of an eyeball of the subject is reflected, from the
eyeball image; calculating a corrected reflection point as a
corrected first reflection point by correcting the first reflection
point on the basis of a personal parameter indicative of a
difference between a gaze direction of the subject and the
optical axis direction of the eyeball; and detecting the point-
of-gaze on the basis of light at the corrected retlection point
and light in the surrounding environment.

A computer readable storage medium according to the
present invention is a computer readable storage medium
which stores a program to allow a computer to execute per-
sonal parameter calculation for calculation of a personal
parameter indicative of a difference between a gaze direction
of a subject and an optical axis direction of an eyeball of the
subject. The program includes: obtaining an eyeball image of
the subject; estimating a second reflection point, at which
incoming light in the optical axis direction of the eyeball is
reflected, from the eyeball image; detecting a first reflection
point, at which light coming from a point-of-gaze of the
subject is reflected, from the eyeball image; and calculating
the personal parameter of the subject on the basis of the first
reflection point and the second reflection point.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a schematic illustration showing a point-of-gaze
detection device according to Embodiment 1 of the present
invention.

FIG. 2 is a flowchart depicting an operation of the point-
of-gaze detection device according to Embodiment 1 of the
present invention.

FIG. 3A is a schematic illustration of an eyeball, and FIG.
3B is a schematic illustration of an approximate geometric
model of an eyeball.

FIGS. 4A-4C show detection results of an iris boundary by
a dark pupil method.

FIG. 5 is a schematic illustration for explaining eyeball
pose estimation from a projected image of an iris.

FIGS. 6A and 6B present schematic illustrations showing
the relationship between surface reflection and a reflection
point of an eyeball.

FIGS. 7A and 7B present schematic illustrations showing a
system configuration using a LED-AP and a system configu-
ration using a pattern illumination marker.

FIGS. 8A-8D present photographs showing a configura-
tion of the LED-AP.

FIGS. 9A-9C present schematic illustrations for explain-
ing identification of LEDs as light sources.

FIGS. 10A and 10B present photographs showing a con-
figuration of the pattern illumination marker and images
reflected on eyeballs.

FIG. 11 is a schematic illustration of a personal parameter
calculating device according to Embodiment 2 of the present
invention.
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FIG. 12 is a flowchart depicting an operation of the per-
sonal parameter calculating device according to Embodiment
2 of the present invention.

FIG. 13 is a table indicating errors in estimated angles of
points-of-gaze.

FIG. 14 is a graph representation showing results of point-
of-gaze estimation on a first condition.

FIG. 15 is a graph representation showing results of point-
of-gaze estimation on a second condition.

DESCRIPTION OF EMBODIMENTS

Embodiments of a point-of-gaze detection device, a point-
of-gaze detecting method, a personal parameter calculating
device, and a personal parameter calculating method accord-
ing to the present invention will be described below with
reference to the accompanying drawings. It should be noted
that the present invention is not limited to the following
embodiments.

Embodiment 1
Point-of-Gaze Detection

FIG. 1 is a schematic illustration showing a point-of-gaze
detection device 100 according to Embodiment 1 of the
present invention. The point-of-gaze detection device 100
detects a point-of-gaze PoG of a subject A toward a surround-
ing environment. The surrounding environment means space
surrounding the subject A and may be space expressed by
X-Y coordinates or may be space expressed by XYZ coordi-
nates. The point-of-gaze detection device 100 includes an
eyeball image obtaining means 102 to obtain an image of an
eyeball of the subject A, a reflection point estimating means
104, a corrected reflection point calculating means 106, and a
point-of-gaze detecting means 108. The point-of-gaze detec-
tion device 100 further includes an environment light detect-
ing device 112.

The eyeball image obtaining means 102 may be, for
example, a digital camera, a CCD camera, or a pan-tilt-zoom
camera, and is capable of detecting light in a visible light
region. The eyeball image obtaining means 102 obtains an
image of a static or moving eyeball of the subject A. The
reflection point estimating means 104 estimates a first reflec-
tion point (gaze reflection point) GRP, at which incoming
light in the optical axis direction of the eyeball of the subject
A 1is reflected, from the eyeball image. The point-of-gaze
detection device 100 may further include a pose calculating
means 110 to calculate a pose of the eyeball from the eyeball
image.

The reflection point estimating means 104 estimates the
first reflection point GRP from the eyeball image on the basis
of the pose of the eyeball and a geometric model of the
eyeball.

The corrected reflection point calculating means 106 cal-
culates a corrected reflection point (corrected GPR) cGPR as
a corrected first reflection point by correcting the first reflec-
tion point GRP on the basis of a personal parameter indicative
of a difference between a gaze direction of the subject A and
the optical axis direction of the eyeball.

The environment light detecting device 112 may be, for
example, a digital camera, a CCD camera, or a pan-tilt-zoom
camera, and can detect light in the visible light region. The
environment light detecting device 112 can detect light in the
surrounding environment of the subject A, at which the sub-
ject A gazes. The light in the surrounding environment forms
an image of the surrounding environment. The point-of-gaze
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detecting means 108 detects the point-of-gaze PoG on the
basis of light at the corrected reflection point cGRP and the
light in the surrounding environment. For example, the point-
of-gaze detecting means 108 detects the point-of-gaze PoG
by comparing the light at the corrected reflection point cGRP
calculated by the corrected reflection point calculating means
106 and the light in the surrounding environment detected by
the environment light detecting device 112.

The reflection point estimating means 104, the corrected
reflection point calculating means 106, the point-of-gaze
detecting means 108, and the pose calculating means 110 may
be electronic computers, such as personal computers, or the
like, for example.

It is noted that although the point-of-gaze detecting means
108 detects the point-of-gaze PoG on the basis of the light at
the corrected reflection point cGRP and the light in the sur-
rounding environment, the light in the surrounding environ-
ment is not limited to that detected by the environment light
detecting device 112.

For example, the point-of-gaze detection device 100 may
include a projection means and a projected light detecting
means in lieu of the environment light detecting device 112.
The projection means includes a light source to project light
on the surrounding environment. The projection means may
be a projector, for example. The projection means projects,
for example, visible light showing scenery in the surrounding
environment, visible light indicating a gray coded pattern, or
the like. As will be described in detail with reference to FIGS.
7A and 7B, the projection means may be an LED array
projector. Where the surrounding environment is a wall of a
room, the projection means projects the light on the wall of
the room. Where the surrounding environment is a rock wall
of'a mountain, the projection means projects the light on the
bumpy rock wall. Further, in the case where the projection
means is a three-dimensional video system, it can project a
realistic three-dimensional video image formed of dot arrays
in space with nothing except air.

The projected light detecting means detects projected light
projected from the projection means. The projected light
detecting means may be, for example, a digital camera or a
CCD camera, and can detect light in a visible light region. The
point-of-gaze detecting means 108 detects the point-of-gaze
PoG by comparing the light at the corrected reflection point
c¢GRP calculated by the corrected reflection point calculating
means 106 and the projected light detected by the projected
light detecting means.

Further, for example, the point-of-gaze detection device
100 may include a display means in lieu of the environment
light detecting device 112. The display means displays the
light in the surrounding environment. The display means may
be a display panel, a monitor screen, or the like, which emits
light. As will be described in detail with reference to FIGS.
7A and 7B, the display means may be a pattern illumination
marker. The light in the surrounding environment is transmit-
ted to the point-of-gaze detecting means 108 as display image
data displayed on the display means. The point-of-gaze
detecting means 108 detects the point-of-gaze PoG by com-
paring the light at the corrected reflection point cGRP calcu-
lated by the corrected reflection point calculating means 106
and the light of the displayed image displayed on the display
means.

FIG. 2 is a flowchart depicting an operation of the point-
of-gaze detection device 100. With reference to FIGS. 1 and
2, apoint-of-gaze detecting method will be described. As will
be described below, the point-of-gaze detection device 100
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executes a step 202 through to a step 208 to achieve point-of-
gaze detection according to Embodiment 1 of the present
invention.

Step 202: The eyeball image obtaining means 102 obtains
an eyeball image of the subject A.

Step 204: The reflection point estimating means 104 esti-
mates a first reflection point GRP, at which incoming light in
the optical axis direction of the eyeball of the subject A is
reflected, from the eyeball image.

Step 206: The corrected reflection point calculating means
106 calculates a corrected reflection point cGRP as a cor-
rected first reflection point by correcting the first reflection
point GRP on the basis of a personal parameter.

Step 208: The point-of-gaze detecting means 108 detects a
point-of-gaze PoG on the basis of the light at the corrected
reflection point cGRP and the light in the surrounding envi-
ronment.

It is noted that a device to perform point-of-gaze detection
is not limited to the point-of-gaze detection device 100. The
point-of-gaze detection device 100 can be any device as far as
it has the functions of the eyeball image obtaining means 102,
the reflection point estimating means 104, the corrected
reflection point calculating means 106, and the point-of-gaze
detecting means 108. For example, the point-of-gaze detect-
ing method can be implemented by a personal computer.
Alternatively, it can be implemented by a personal computer
that forms part of the point-of-gaze detection device 100.

Where the point-of-gaze detecting method is implemented
by a personal computer, the point-of-gaze detecting method is
performed through execution of a point-of-gaze detection
program. The personal computer includes a memory and a
CPU. The memory stores the point-of-gaze detection pro-
gram. The CPU reads the point-of-gaze detection program
from the memory and controls a means having the function of
the eyeball image obtaining means 102 and a means having
the function of the reflection point estimating means 104 so
that the means having the function of the eyeball image
obtaining means 102 executes the step 202 and so that the
means having the function of the reflection point estimating
means 104 executes the step 204.

The CPU further reads the point-of-gaze detection pro-
gram from the memory and controls a means having the
function of the corrected reflection point calculating means
106 and a means having the function of the point-of-gaze
detecting means 108 so that the means having the function of
the corrected reflection point calculating means 106 executes
the step 206 and so that the means having the function of the
point-of-gaze detecting means 108 executes the step 208.

By reading out the point-of-gaze detection program from a
storage medium outside the personal computer, which stores
the point-of-gaze detection program, the point-of-gaze detec-
tion program can be installed in the memory of the personal
computer. Any medium, such as a flexible disc, CD-ROM,
CD-R, DVD, MO, etc., can be used as the storage medium
outside the personal computer. Alternatively, the point-of-
gaze detection program can be installed in the memory of the
personal computer by downloading the point-of-gaze detec-
tion program via any network, such as the Internet.

The point-of-gaze detection device 100 and the point-of-
gaze detecting method will be described in detail below. In the
present embodiment, a geometric model of an eyeball is intro-
duced. FIG. 3A is a schematic illustration of an eyeball. FIG.
3B shows an approximate geometric model of an eyeball. The
eyeball is not a single sphere but is approximately formed of
two different spheres, of a sphere of cornea (corneal sphere)
and of the eyeball itself (eyeball sphere). The approximate
geometric model uses known values (iris radius r;=5.6 mm
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and corneal radius r=7.7 mm). The approximate geometric
model is geometrically simple and therefore is easy to handle
analytically. It is considered that the approximate geometric
model can exhibit sufficient accuracy in analysis of reflection
of'an eyeball surface.

Prior to estimation of the first reflection point GRP from the
eyeball image, the pose of the eyeball is estimated in the
present embodiment. The pose calculating means 110 detects
apupil boundary and an iris boundary and calculates the pose
of'the eyeball from the eyeball image. The pupil boundary and
the iris boundary are detected using infrared light. First, a
pupil region is extracted by the dark pupil method. The dark
pupil method is a method that exploits a difference in light
reflection/absorption characteristics between a pupil and the
other region. The following document can be referenced in
detail.

R.Kothari and J. L. Mitchell: “Detection of eye locations in
unconstrained visual images”, Proc. Int. Conf. on Image Pro-
cessing (ICIP), pp. 519-522 (1996).

FIGS. 4A-4C indicate results of detection of an iris bound-
ary by the dark pupil method. FIG. 4A shows a first frame.
FIG. 4B shows a second frame (infrared light lighting). FIG.
4C shows results of detection of a pupil and an iris boundary.
In FIG. 4C, the white solid line indicates the iris boundary.
The white dotted line inside the white solid line indicates the
pupil boundary obtained by the dark pupil method. The white
circle indicates the center of the iris boundary. The white
x-mark indicates the center of the corneal sphere. The white
triangle indicates the first reflection point GRP.

An infrared LED mounted on the eyeball image obtaining
means 102 is switched off in the first frame and switched on
in the second frame. In the eyeball region, the pupil absorbs
light from outside to be projected black in both frames. How-
ever, the other region reflects the light to be projected bright in
the second frame. By taking the difference between the first
frame and the second frame of the projected images, a region
having a smaller value can be regarded as a pupil region.

FIG. 5 is a schematic illustration for explaining eyeball
pose estimation from the projected image of the iris. Descrip-
tion will be continued with reference to FIG. 5. RANSAC-
based ellipse fitting is applied to the boundary of the pupil
region to obtain an ellipse B (x,y, ¢,, ¢,, a, b, ¢). Here, (c,, c,)
indicates the center. Reference characters a, b, and ¢ denote a
minor axis, a major axis, and an angle of rotation, respec-
tively. Two-step minimization is performed using the results
of'estimation of the pupil boundary to estimate the iris bound-
ary.

Step 51: Only the parameter (a, b) of the radius is changed
using the center and the angle of rotation (c,, c,, ¢) of the pupil
to maximize the following function, thereby obtaining initial
parameters a,, b, of the radius of the iris.

[Equations 1]

M

eval(cx, ¢y, a, b, §) =

D Eulx, y)-sgnley =) Bx, ¥, cx, €, a, b, §).

Xy

@

lag, bo] = argmaxeval(cy, ¢y, a, b, §).
wb

Where E_(x, y) is an x derivative of an input image. Also,
ag>a and by>b. Only the x derivative of the image is used in
order to avoid influence of the eyelid. Further, sgn(c,-x) is
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used for evaluation of the fact that the iris is changed over to
the white of the eye as a point goes from the center coordinate
of the iris toward the outside.

Step S2: All the parameters of the ellipse are converged by
the same evaluation function with the use of the initial param-
eters of the obtained radius to obtain parameters (c',, ¢',, a', b,
¢") of the iris boundary.

Using these parameters can result in obtaining the gaze
direction g by the following equation (3).

[Equation 2]

g=[sin T sin ¢-sin T cos p-cos T| .

3

Here, T denotes an inclination of the depth direction of the eye
and can be obtained by T=zarccos(r,,;,/I,...)- Further, from
the above, the center point C of the corneal sphere can be
obtained using a known length d; ~ (=5.6 mm) from I to Cand
a gaze vector g.

The reflection point estimating means 104 estimates a
point (first reflection point GRP), at which light incident from
the point-of-gaze PoG is reflected on the eyeball sphere, with
the use of the obtained three-dimensional pose of the eyeball.
Shooting a reflection image of the eyeball surface by the
eyeball image obtaining means 102 can be regarded as that by
a catadiopic system. The first reflection point GRP can be
obtained using the geometric model of the corneal sphere as
a reflection sphere and the eyeball pose obtained from the
eyeball image obtaining means 102. Non-patent Document 1
discloses a perspective projection model and a weak perspec-
tive projection model as an estimation model of a first reflec-
tion point GRP.

Description will be made about an example exploiting a
weak perspective projection model as a model of the first
reflection point GRP in the present embodiment. It can be
supposed that entering and reflection of light at the eyeball
surface occur on a single plane. In the case using the weak
perspective projection model, this plane includes a minor axis
of'the iris of the projected image (ellipse) and is orthogonal to
the image plane. When it is assumed that light coming from
the point-of-gaze PoG of the subject A is incoming light in the
optical axis direction of the eyeball, the light beam path is as
shown in FIG. 6A. FIG. 6A shows the state in which light
coming from the point-of-gaze PoG of the subject A in par-
allel to the gaze direction (the optical axis direction of the
eyeball) is reflected on the surface of the cornea to enter the
eyeball image obtaining means 102. By referring to FIG. 6A,
the following equations can be obtained using the relationship
of the reflection on the surface of the cornea.

[Equations 3]
Cng=gns,C=[01]%,

g=[cos T sin )%, ng=[cos O sin 0] 4
From the equations, the angle 0 indicating the first reflection
point GRP can be obtained using T indicating the optical axis

direction of the eyeball.

[Equation 4]
6 = arctan((1 — sint) /cosT) (5)
=7/2.

Further, the distance |I;-I;| between the center of the iris
and the first reflection point GRP on alocal projected plane by
weak perspective projection can be obtained as follows.
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[Equation 5]

Is~I;|=7,sin 0-d; - sinT.

Q)

Next, given the weak perspective projection regarding the
center of the iris as an object center, the position i; of the first
reflection point GRP in the eyeball image can be obtained as
follows.

[Equations 6]

M

Here, s denotes a scale factor of the weak perspective projec-
tion; i, denotes a coordinate of the center of the iris; and v,
denotes a two-dimensional vector indicating the minor axis of
the projected image (ellipse) of the iris.

The corrected reflection point calculating means 106
rotates the iris center coordinate system Re, which is obtained
by eyeball pose estimation, by a personal parameter (x, dy)
to correct the first reflection point GRP, thereby calculating
the corrected reflection point cGRP as a corrected first reflec-
tion point. The specific process is as follows.

is—ip+sv | I=I L.s=F,, /¥,

[Equations 7]
T = arccos(eZRZez), (8)
[ el ] el ©)
= || R /|] | Res
€y €y

R: = R(6XR, (YR, (10)

Here, R, and R, denote matrices indicating rotation about the
x axis and the y axis, respectively. By substituting T obtained
herein for T in Equations (6) and additionally substituting
v*_, for v, in Equations (7), one can obtain the corrected
reflection point cGRP.

The point-of-gaze detecting means 108 detects the point-
of-gaze PoG onthe basis of the light at the corrected reflection
point cGRP and light in the surrounding environment. For
example, the point-of-gaze detecting means 108 maps digital
data indicating the light at the corrected reflection point cGRP
to the digital data indicating the light in the surrounding
environment to detect the point-of-gaze PoG included in the
surrounding environment from the mapped digital data. It is
noted that the point-of-gaze PoG of the subject A in the
present specification indicates a point, a region, or a part
where the subject A gazes.

For example, in the present embodiment, digital data indi-
cating the light in the surrounding environment can be
obtained by adopting an active-light method. The active-light
method can be implemented by, for example, mounting an
LED array projector (LED-AP) or a pattern illumination
marker.

FIGS. 7A and 7B show a system configuration using an
LED-AP and a system configuration using a pattern illumi-
nation marker. FIG. 7A shows the system configuration using
the LED-AP, by which light is projected on a scene at high
speed. When the eyeball image obtaining means 102 obtains
reflected light projected on the eyeball surface, the point-of-
gaze PoG can be estimated. This means that the point-of-gaze
GoP can be obtained as an arbitrary point in the scene.

FIG. 7B shows the system configuration using the pattern
illumination marker. In this configuration, the marker is
mounted on a gaze target so that whether the subject gazes at
the target or which of a plurality of targets the subject gazes at
is determined. The gaze information is obtained on a target-
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by-target basis. However, point-of-gaze estimation can be
achieved with further simple configuration only by mounting
a small marker on each target. Further, easy analysis thereaf-
ter on the obtained gaze data can be facilitated.

FIGS. 8A-8D show a configuration of the LED-AP. FIG.
8A shows an LED array (42 LEDs) unit, which includes high
luminance LEDs (visible light or infrared light) and a Fresnel
lens for light condensation. FIG. 8B shows an LED array (9
LEDs) unit. FIGS. 8C and 8D each show an experiment
environment and a light pattern.

The LED-AP includes a high luminance LED group in
which LEDs are arranged in a lattice fashion, a lens, and a
controller. Each LED is controllable for 0.05-ms lighting. The
LEDs can project light in a two-value pattern along different
timelines. Further, since the direction of the LEDs can be
changed independently, light can be arranged so as to reach a
wide range.

When a unique ID is allotted to the light pattern along the
timeline of each LED, any ID can be reproduced from an
image string captured by a camera to identify the LED as a
light source (FIGS. 9A-9C). By contrast, the spatial resolu-
tion in an environment depends on the number of LEDs and
accordingly is limited. In order to address this problem, the
point-of-gaze PoG is estimated in combination with linear
interpolation. That is, projection points of three LEDs near
the first reflection point GRP are obtained in the eyeball
reflection image. Then, the relative positional relationship
between the projection points of the three LEDs and the first
reflection point GRP is obtained. A projection point of each
LED in the environment image is also obtained. Then, the
point-of-gaze PoG in the environment image is estimated
using the already obtained relative positional relationship
with the first reflection point GRP. The process flow is as
follows.

First, a timeline code is reproduced from a sequence of
eyeball reflection images to obtain an ID for each pixel.
Labeling is performed on the basis of the reproduced IDs.
Labels having a predetermined or larger area are obtained.
Then, the position of their center of gravity is set as a surface
reflection point against the LEDs. Visible light LEDs or infra-
red LEDs are employed in the LED-AP. This enables estima-
tion of the point-of-gaze PoG without projected light being
noticed by the subject A.

FIGS. 10A and 10B show a configuration of a pattern
illumination marker and eyeball reflection images. As shown
in FIG. 10A, the pattern illumination marker has a configu-
ration such that LEDs of an LED-AP are independent, and
includes a microcontroller and an infrared LED. LEDs of a
plurality of the pattern illumination markers emit light in
patterns along different timelines. When the marker is
mounted on a gaze target, whether or not the subject A gazes
at the gaze target can be determined.

FIG. 10B shows the state in which two types of objects
move in front of the subject A. The pattern illumination
marker is mounted on each object. Each white ellipse indi-
cates an iris boundary. Each white rectangular frame indicates
the first reflection point GRP. It can be understood that one of
the pattern illumination markers agrees with the first reflec-
tion point GRP.

The microcontroller is mounted on each marker. Thus,
synchronization with real time clock can maintain synchro-
nization of the emission patterns. From the positional rela-
tionship between the first reflection point GRP and the cor-
rected reflection point cGRP of each marker on the eyeball
surface, the angle between the marker and the gaze direction
can be calculated. Accordingly, angle threshold processing or
the like can determine whether or not the subject gazes.
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Embodiment 2
Personal Parameter Calculation

FIG. 11 is a schematic illustration of a personal parameter
calculating device 200 according to one embodiment of the
present invention. The personal parameter calculating device
200 calculates a personal parameter indicative of a difference
between a gaze direction of a subject A and an optical axis
direction of an eyeball of the subject A. The personal param-
eter calculating device 200 includes an eyeball image obtain-
ing means 102 to obtain an eyeball image of the subject A, a
reflection point estimating means 104 to estimate a first
reflection point GRP, at which incoming light in the optical
axis direction of an eyeball is reflected, from the eyeball
image, a reflection point detecting means 206 to detect a
second reflection point CRP (calibration reflection point), at
which light coming from a point-of-gaze PoG of the subject A
is reflected, from the eyeball image, and a personal parameter
calculating means 208 to calculate a personal parameter of
the subject A on the basis of the first reflection point GRP and
the second reflection point CRP.

It is noted that the eyeball image obtaining means 102 has
the same function as the eyeball image obtaining means 102
described with reference to FIG. 1. The reflection point esti-
mating means 104 has the same function as the reflection
point estimating means 104 described with reference to FIG.
1. Accordingly, a detailed description thereof is omitted.

FIG. 12 is a flowchart depicting an operation of the per-
sonal parameter calculating device 200. A personal parameter
calculating method will be described with reference to FIGS.
11 and 12. As will be described below, when the personal
parameter calculating device 200 executes a step 302 through
to a step 308, personal parameter calculation according to
Embodiment 2 of the present invention can be achieved.

Step 302: The eyeball image obtaining means 102 obtains
an eyeball image of the subject A.

Step 304: The reflection point estimating means 104 esti-
mates the first reflection point GRP from the eyeball image.

Step 306: The reflection point detecting means 206 detects
the second reflection point CRP, at which light coming from
the point-of-gaze PoG of the subject is reflected, from the
eyeball image.

Step 308: The personal parameter calculating means 208
calculates a personal parameter of the subject A on the basis
of the first reflection point GRP and the second reflection
point CRP.

It is noted that a device to perform personal parameter
calculation is not limited to the personal parameter calculat-
ing device 200. The device can be any device as far as it has
the functions of the eyeball image obtaining means 102, the
reflection point estimating means 104, the reflection point
detecting means 206, and the personal parameter calculating
means 208. For example, the personal parameter calculating
method can be implemented by a personal computer. Further,
it can be implemented by a personal computer that forms part
of the personal parameter calculating device 200.

Where the personal parameter calculating method is imple-
mented by a personal computer, the personal parameter cal-
culating method is performed through execution of a personal
parameter calculation program. The personal computer
includes a memory and a CPU. The memory stores the per-
sonal parameter calculation program. The CPU reads the
personal parameter calculation program from the memory
and controls a means having the function of the eyeball image
obtaining means 102 and a means having the function of the
reflection point estimating means 104 so that the means hav-
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ing the function of the eyeball image obtaining means 102
executes the step 302 and so that the means having the func-
tion of the reflection point estimating means 104 executes the
step 304.

The CPU further reads the personal parameter calculation
program from the memory and controls a means having the
function of the reflection point detecting means 206 and a
means having the function of the personal parameter calcu-
lating means 208 so that the means having the function of the
reflection point detecting means 206 executes the step 306
and so that the means having the function of the personal
parameter calculating means 208 executes the step 308.

By reading out the personal parameter calculation program
from a storage medium outside the personal computer, which
stores the personal parameter calculation program, the per-
sonal parameter calculation program can be installed in the
memory of the personal computer. Any medium, such as a
flexible disc, CD-ROM, CD-R, DVD, MO, etc., can be used
as the storage medium outside the personal computer. Alter-
natively, the personal parameter calculation program can be
installed in the memory of the personal computer by down-
loading the personal parameter calculation program via any
network, such as the Internet.

Detailed description will be made below about the personal
parameter calculating device 200 and the personal parameter
calculating method. The first reflection point GRP is esti-
mated on the assumption that the gaze direction of the subject
A agrees with the optical axis direction of the eyeball. How-
ever, it is suggested that the gaze direction of the subject A
may not agree with the optical axis direction of the eyeball.
The value of disagreement (personal parameter) between the
gaze direction ofthe subject A and the optical axis direction of
the eyeball depends on individuals and must be obtained in
some way prior to estimation of the point-of-gaze.

Accordingly, similar to derivation of the first reflection
point GRP, a method for calculating a personal parameter that
exploits a reflection image of an eyeball surface is developed.
Different from conventional calibration, this novel calibra-
tion method needs for the subject A only to gaze at one point
in a scene. Thus, a burden on the subject A necessary for
calibration can be relieved significantly.

The personal parameter is a fixed parameter defined by a
face coordinate system. When the frontward direction of a
face, a direction from the left eye to the right eye, and an axis
orthogonal to both of them are denoted by 7, X, and
Y juces TESPEctively, in a face coordinate system, the personal
parameter is 1.5-3 degrees about the x,,_, axis (tilt) and 4-5
degrees about the y .., axis (pan) in terms of a rotation angel.

The coordinate system with an iris as a center is defined as
Re=[x,y,7,].Here, x,_,and y, denote directions of a major axis
and a minor axis in an iris image, respectively. FIG. 6B
illustrates a plane (y_z,-plane) in the direction of the minor
axis in a projected image of an iris. FIG. 6B shows a differ-
ence between the optical axis direction and the gaze direction
of'the eyeball. The gaze direction (g') of the subject A does not
agree with the optical axis direction (g). The incoming light in
the gaze direction is reflected at the corrected reflection point
c¢GRP (T) and is projected on 1. on the image.

The subject A gazes at a calibration point in the scene.
Then, the eyeball image obtaining means 102 obtains an
eyeball image of the subject A. The reflection point estimat-
ing means 104 estimates the first reflection point GRP from
the eyeball image. When the reflection point detecting means
206 obtains the second reflection point CRP from the eyeball
image, the personal parameter calculating means 208 can

10

20

25

30

40

45

50

55

60

65

14

obtain an angle y between the first reflection point GRP and
the second reflection point CRP on this plane by the following
equations.

[Equations 8]

[Vsm - Gir = i) an

= Ir|l = ——,
5

|1L_1T|) (12)

y=T-— arcsin(dLC - COST +
rc

Here, 1, and i, denote the position of the second reflection
point CRP and the projection point in the image, respectively.
When attention is directed to reflection at the second
reflection point CRP on the eyeball surface, the personal
parameter 30X, in this plane can be obtained as follows.

[Equations 9]

2-(y+0x,=T+0x,, (13)

Ox, =T-2-y. (14)

Similarly, the personal parameter dy, in the plane orthogonal
to this plane can be obtained as follows.

[Equation 10)
Vi - (i = iL)) (15)

8ye = Z-arcsin( 7
re

Here, v,,, denotes a length of the major axis of the iris in the
direction in the projected image.

In general, the eyeball image obtaining means 102 is set in
front of the face. Accordingly, the personal parameter in terms
of the face coordinate system obtained as above can be con-
verted to a camera coordinate system by the following equa-
tions.

[Equation 11]

(16)

an

(18)

T
u= [sinéye sindx, y1- sin? &x, — sin? 3y, ] .

e,=[1 0 0T, e,=1[0 1 01", e,=[0 0 1]

When the personal parameter is obtained, the corrected
reflection point cGRP can be obtained. The corrected reflec-
tion point cGRP can be obtained by only rotating the iris
center coordinate system Re, which is obtained by eyeball
pose estimation by the pose calculating means 110, by the
personal parameter (0%, y).

Example

In order to confirm the effectiveness of the embodiment of
the present invention, point-of-gaze detection by interpola-
tion frequently employed in commercially available systems
was implemented in the point-of-gaze detection device
besides the embodiment of the present invention. Then, com-
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parison was made therebetween. The point-of-gaze detection
by interpolation, which is a method frequently employed in
commercially available systems, uses two types of infrared
light sources. One of the light sources is used for pupil detec-
tion by the dark pupil method. The other light source is a point
light source (CAM-LED) used for obtaining reflection on an
eyeball surface. By using them, the gaze direction is obtained
from the relative positional relationship between the pupil
center and a point of surface reflection by the CAM-LED. In
the interpolation, a point-of-gaze is obtained in a manner that
a sample point is obtained from four calibration points, and
the positional relationship between the pupil center in an
input frame and the point of surface reflection by the CAM-
LED is expressed as linear interpolation of the calibration
points.

An experiment environment with the LED-AP is shown in
FIGS. 8A-8D (lowerright). The experiment was conducted in
a general indoor light environment. The subject A sat at a
position apart from the wall and gazed at 20 markers on the
wall. The eyeball image obtaining means 102 was set slightly
below the face of the subject A. The distance between the face
and the eyeball image obtaining means 102 was set to be
about 0.6 m. The environment light detecting device 112 was
set behind the subject A so as to capture all the markers on the
wall.

A Point Grey Dragonfly Express camera (640x480 pixels,
B/W, 30 Hz) was used as the eyeball image obtaining means
102. As light sources of the LED-AP, nine Luxeon Rebel
high-power LEDs (3 W, white) by Philips were used. Pattern
light projected imaging shooting, and image obtainment were
performed by a personal computer (Intel Core 17-960, 3.06
GHz, 8 GB, RAM). Image processing was performed in an
environment of Matlab R2010b and Image Processing Tool-
kit on the same personal computer. In the experiment of the
pattern illumination markers, the positional relationship
between the subject A and the eyeball image obtaining means
102 and the configurations for image obtainment and of a
processing tool were the same as above. However, four low-
output (15 mA) infrared LEDs were used.

In order to evaluate errors in point-of-gaze estimation in
environments different in depth, the experiment was con-
ducted under two respective conditions where the distance
between the subject A and the wall was set to be 1900 mm
(first condition 1) and 3000 mm (second condition). The
personal parameter of the subject A obtained under the first
condition 1 was applied to estimation on the first condition 1
and estimation on the second condition. Further, calibration
by interpolation was also conducted on the first condition
likewise.

FIG. 13 indicates errors in the estimated angle of the point-
of-gaze where the eye of each subject A is regarded as (x, y,
7)=(900, 600, 1900) [mm] and (900, 600, 3000) [mm] (com-
parison between the conventional method (interpolation) and
the method according to the present invention which intro-
duces the personal parameter). The unit is degree (deg). Fur-
ther, FIG. 14 shows results of the point-of-gaze estimation on
the first condition. FIG. 15 shows results of the point-of-gaze
estimation on the second condition. In FIGS. 14 and 15, a
mark “+” represents a gaze target marker (Ground truth).
Marks “0”, “@”, “A”, “A”, and “[1” represent respective
results of estimation in different subjects obtained by the
method according to the present invention. The number of the
subjects is five (five user/subjects). The mark “x” represents a
result of the user 1 (subject 1) by interpolation.

It is noted that the projected light of the LED-AP was
projected at (1490, 1200), (895, 1200), (300, 1200), (1430,
750), (835, 750), (300, 750), (1450, 300), (820, 300), and
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(320,300) [mm] in the coordinate system. Further, the eyeball
was located at (900, 600, 1900) [mm] (first condition) and
(900, 600, 3000) [mm] (second condition). In the example
according to the present embodiment (method according to
the present invention), it could be confirmed that estimation
can be done within an error of one degree or smaller on both
of the two conditions different in depth. In the interpolation,
excellent results were obtained on the same condition (first
condition) as a case where calibration is performed. However,
it can be understood that the accuracy decreases on the con-
dition in which the depth is different.

INDUSTRIAL APPLICABILITY

According to the present invention, the gaze direction of a
customer in a store can be detected. This can realize product
display with high economic efficiency. When it is boarded on
a vending machine, sales optimization can be achieved. Fur-
ther, movement of the gaze direction of the subject A in living
space can be analyzed. Accordingly, a living environment
friendly to the subject A can be designed. Moreover, ubiqui-
tous/ambient interfaces using information on the gaze direc-
tion in living space can be developed as an example of appli-
cation to user interfaces. For example, a driver’s point-of-
gaze can be monitored so that an alert can be issued, which
can contribute to safe automobile driving and the like.

Inparticular, the gaze direction is important as information
obtained from children and/or the elderly. Accordingly, a
non-wearing type eye tracking interface can play a significant
role. For example, information on the gaze direction is a key
to diagnosis of children’s developmental disability, such as
autism, etc. Diagnosis on children can be made using infor-
mation on the gaze direction obtained in an environment of an
experimental laboratory. By implementing the point-of-gaze
detection device, the point-of-gaze detecting method, the per-
sonal parameter calculating device, or the personal parameter
calculating method according to the embodiment of the
present invention, one can obtain highly accurate information
on the gaze direction of infants in a non-wearing manner.
Thus, significant contribution to the fields of life science and
robots can be expected.

Furthermore, according to the present invention, peripheral
vision of a subject can be estimated. That is, in the present
invention, the reflection image of the subject’s eyeball surface
can be obtained. Accordingly, what angle from the subject’s
gaze center a subject can see an object in a peripheral view
field can be determined on the basis of the surface reflection
image. As a result, whether or not a subject can see an object
in a peripheral view field can be determined. Also, in how
wide a view region the subject can see the object can be
measured. For example, information on the peripheral vision
(e.g., in a situation in which a person jumps in front of an
automobile) is important for automobile drivers. Information
on the peripheral view can be measured accurately.

Yet further, in the conventional point-of-gaze detection,
calibration is performed on, for example, the central position
of'the subject’s pupil projected on an eye observation camera
and the subject’s point-of-gaze prior to point-of-gaze detec-
tion. Accordingly, if the eye observation camera is displaced
from a fitting position after calibration, the subject’s point-
of-gaze cannot be estimated. According to the present inven-
tion, the eyeball pose is estimated from the image of the
subject’s eyeball. Then, the subject’s point-of-gaze is esti-
mated on the basis of the estimated eyeball pose. Thus, even
if the eye observation camera is displaced from the fitting
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position before point-of-gaze detection, influence of such a
displacement on the result of point-of-gaze detection can be
reduced.

REFERENCE SIGN LIST

A subject

PoG point-of-gaze

GRP first reflection point

CRP second reflection point

c¢GRP corrected reflection point

100 point-of-gaze detection device

102 eyeball image obtaining means

104 reflection point estimating means

106 corrected reflection point calculating means
108 point-of-gaze detecting means

110 pose calculating means

112 environment light detecting device
200 personal parameter calculating device
206 reflection point detecting means

208 personal parameter calculating means

The invention claimed is:

1. A point-of-gaze detection device to detect a point-of-
gaze of a subject toward a surrounding environment, com-
prising:

an eyeball image obtaining section configured to obtain an
eyeball image of the subject;

areflection point estimating section configured to estimate
a first reflection point, at which incoming light in an
optical axis direction of an eyeball of the subject is
reflected, from the eyeball image;

a corrected reflection point calculating section configured
to calculate a corrected reflection point as a corrected
first reflection point by correcting the first reflection
point on the basis of a personal parameter indicative of a
difference between a gaze direction of the subject and
the optical axis direction of the eyeball; and

a point-of-gaze detecting section configured to detect the
point-of-gaze on the basis of light at the corrected reflec-
tion point and light in the surrounding environment.

2. The device of claim 1, further comprising:

apose calculating section configured to calculate a pose of

the eyeball from the eyeball image;

wherein the reflection point estimating section estimates
the first reflection point on the basis of the pose of the
eyeball and a geometric model of the eyeball.

3. The device of claim 1, wherein

the reflection point estimating section estimates the first

reflection point on the basis of a model on the assump-
tion that the gaze direction of the subject is parallel to the
optical axis direction of the eyeball of the subject.

4. The device of claim 1, wherein

the light in the surrounding environment is light of an LED

array projector.

5. The device of claim 1, wherein

the light in the surrounding environment is light of a pattern

illumination marker.

6. A point-of-gaze detecting method for detecting a point-
of-gaze of a subject toward a surrounding environment, com-
prising:

obtaining an eyeball image of the subject;

estimating a first reflection point, at which incoming light

in an optical axis direction of an eyeball of the subject is
reflected, from the eyeball image;

calculating a corrected reflection point as a corrected first

reflection point by correcting the first reflection point on
the basis of a personal parameter indicative of a differ-
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ence between a gaze direction of the subject and the
optical axis direction of the eyeball; and

detecting the point-of-gaze on the basis of light at the
corrected reflection point and light in the surrounding
environment.

7. A personal parameter calculating device to calculate a

personal parameter indicative of a difference between a gaze
direction of a subject and an optical axis direction of an
eyeball of the subject, comprising:

an eyeball image obtaining section configured to obtain an
eyeball image of the subject;

a reflection point estimating section configured to estimate
a first reflection point, at which incoming light in the
optical axis direction of the eyeball is reflected, from the
eyeball image;

a reflection point detecting section configured to detect a
second reflection point, at which light coming from a
point-of-gaze of the subject is reflected, from the eyeball
image; and

apersonal parameter calculating section configured to cal-
culate the personal parameter of the subject based on the
first reflection point and the second reflection point.

8. The device of claim 7, further comprising:

apose calculating section configured to calculate a pose of
the eyeball from the eyeball image;

wherein the reflection point estimating section estimates
the first reflection point on the basis of the pose of the
eyeball and a geometric model of the eyeball.

9. The device of claim 7, wherein

the reflection point estimating section estimates the first
reflection point on the basis of a model on the assump-
tion that the gaze direction of the subject is parallel to the
optical axis direction of the eyeball.

10. A personal parameter calculating method for calculat-

ing a personal parameter indicative of a difference between a
gaze direction of a subject and an optical axis direction of an
eyeball of the subject, comprising:

obtaining an eyeball image of the subject;

estimating a second reflection point, at which incoming
light in an optical axis direction of the eyeball is
reflected, from the eyeball image;

detecting a first reflection point, at which light coming
from a point-of-gaze of the subject is reflected, from the
eyeball image; and

calculating the personal parameter of the subject on the
basis of the first reflection point and the second reflec-
tion point.

11. A non-transitory computer readable storage medium

which stores a program to allow a computer to execute point-

50 of-gaze detection for detection of a point-of-gaze of a subject

60

toward a surrounding environment,

wherein the program includes:
obtaining an eyeball image of the subject;
estimating a first reflection point, at which incoming
light in an optical axis direction of an eyeball of the
subject is reflected, from the eyeball image;
calculating a corrected reflection point as a corrected
first reflection point by correcting the first reflection
point on the basis of a personal parameter indicative
of a difference between a gaze direction of the subject
and the optical axis direction of the eyeball; and
detecting the point-of-gaze on the basis of light at the
corrected reflection point and light in the surrounding
environment.
12. A non-transitory computer readable storage medium

which stores a program to allow a computer to execute per-
sonal parameter calculation for calculation of a personal
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parameter indicative of a difference between a gaze direction
of'a subject and an optical axis direction of an eyeball of the
subject,
wherein the program includes:
obtaining an eyeball image of the subject;
estimating a second reflection point, at which incoming
light in the optical axis direction of the eyeball is
reflected, from the eyeball image;
detecting a first reflection point, at which light coming
from a point-of-gaze of the subject is reflected, from
the eyeball image; and
calculating the personal parameter of the subject on the
basis of the first reflection point and the second reflec-
tion point.
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