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8B1E Introduction
XU I

1.1 Background

Computing devices have prevailed in our so-
cial infrastructures, making our lives more de-
pendent on them. When we use trains, automo-
biles, or aircrafts, our vital state relies on their
control and traffic systems. Malfunctioning of
such systems could harm our lives. When we
entrust banks or other financial service firms
with our financial assets, their investment sys-
tems hold the outcome of our properties. If
such systems falsely operate, our assets would
be at risk. Thus, these systems require support
to ensure, enhance or monitor certain charac-
teristics. In this paper, we call such support as
dependability support.

The quantity and the quality of support re-
quired by a system depend on its purpose.
Automobiles, since they can dominate human
lives, require a highly-reliable control system.
Furthermore, for such a system may be diffi-
cult to update, system defects need to be di-
minished to the maximum extent in the devel-
opment phase. Contrarily, television set-top
boxes generally do not harm human lives or
assets, and hence they may only need to mod-
erately ensure failure detection or fast system
restart. In addition, because they can be ex-
pected to be connected to Internet, functional
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improvement through system update can be ex-
pected.

As above illustrated, quantity and quality of
dependability support required differ between
products. Therefore it is necessary to discover
the dependability support which a system pro-
vides, in order to understand the scope of the
system.

1.2 Goals

We propose dependability metrics (or sim-
ply the metrics in this paper), which are met-
rics to quantitatively and qualitatively discuss
the dependability support of operating systems
installed in embedded devices. The purpose of
the metrics is as follows: (1) allow developers,
users, or evaluators of an operating system to
describe the dependability support it can pro-
vide, (2) allow developers of an embedded de-
vice to estimate the dependability support it re-
quires, (3) allow developers of an embedded
device to compare and select which operating
system to use, and (4) allow users of embed-
ded devices to compare the dependability the
devices possess based on the metrics. Thus,
the targets of the metrics are operating system
developers, embedded device developers, and
embedded device users.

The metrics, with regard to embedded de-
vice developers, enable discussion of depend-
ability support provided not only on device ex-
ecution time, but also on its development and
maintenance time. Therefore, we include test-
ing, debugging, and analyzing tools as well
as tools which control device execution, such
as operating system kernels and kernel mod-
ules, as subjects of evaluation by the metrics.
Furthermore, with regard to embedded device
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users, we enable comparison of embedded de-
vices using a coarsely classified grading sys-
tem. The idea of this grading system is similar
to that of the grading system of pencils (which
have classifications such as H, HB, or B), or the
grading system in educational institutes, which
for example range from A to F (with trailing
plus or minus signs for each of the alphabetical
letters).

1.3 Approach

Dependability metrics, with methods de-
scribed below, is able to exhaustively evaluate
dependability support provided by an operating
system. Figurel.l depicts the concept. First, it
categorizes mechanisms of the operating sys-
tem to those that provide dependability support
and those that do not. The dependability of the
operating system as a whole is defined as the
total of individual evaluations of mechanisms
that provide dependability support. On evalu-
ation, we set up various axes including time,
space, or degree, and qualitatively evaluate the
dependability support provided by a mecha-
nism. On estimating dependability support re-
quired by a real system, we use similar axes to
qualitatively evaluate the requirements. How-
ever, qualitative evaluation cannot prove if a
subject operating system actually fulfills a cer-
tain attribute, nor can it clarify the performance
indices required in real systems.

Given this fact, we complement the qualita-
tive evaluation with benchmarks, fault injec-
tions, and other validation techniques. Oper-
ating system developers use GSN[1] to create
relational graphs between entries included in
qualitative evaluation axes and concrete values.
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We call this graph as D-Case (Dependability
Case).

Next, operating system developers derive
(quantify) dependability scores from D-Case,
and visualize them on a plane based on 2
axes selected from above mentioned evaluation
axes, or likewise on a space based on 3 axes. A
dependability score is the maximum value of
dependability support a mechanism of arbitrary
granularity could provide. As the granularity, a
single mechanism, multiple mechanisms com-
bined (a configuration), or the operating sys-
tem itself can be assumed. System developers
are able to use these scores and the visualized
information to compare different operating sys-
tems.

In addition, system developers can describe
the dependability requirement estimates using
the D-Case, and compare it to those of the op-
erating systems. Consequently, they can ob-
tain the dependability requirements fulfilled by
developing on a certain operating system, and
configurations (combination of dependability
support mechanisms) to use whereat.
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Qualitative Evaluation
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5258 Dependability Metrics
TARITEITAANIIA

Since dependability is a set of diverse char-
acteristics, first we propose a qualitative eval-
uation method for evaluation and estimation
of dependabilities. Operating system devel-
opers will verify dependability support tools
or mechanisms in operating systems against
qualitative evaluation items, and check which
characteristics the subject satisfies. For ex-
ample, if a dependability support mechanism
is expected to enhance availability, availabil-
ity is checked as one of its qualitative eval-
uation items. Next, we propose Dependabil-
ity Case (D-Case), a Goal Structuring Notifica-
tion (GSN) specialized for dependability eval-
uation. Using D-Case, operating system devel-
opers can add concrete evidences to the qual-
itative evaluation results using methods such
as benchmarks, validations, or fault injections.
System developers on the other hand, can re-
quest evidences such as a benchmark below
a threshold, as a dependability requirement of
operating systems.

2.1 Qualitative Evaluation

Qualitative evaluation evaluates the effect
of dependability support tools against multiple
axes shown in table 2.1, including time, space,
and target. We will explain each of the axes in
the following sections.

T4 RV T4 ISR EEDES
THBIEDS, KLETIE, T4XVFE
V7 4 2B 2R WA D 2179 70 D%E
PERHI T\ % £ 34T 5, AL —T 4~
T AT LHFEEE, TAXUFTEY T4
By — Vo2 e e g EHEE &
HMEL, WMedelbhsztEds2F =y 7 L
T, BIZIE, HET4XRVEIEY T 4L
ML HEZ LI EEZ 65
L&, ZOBMOEHIHMIEHEO O ED &
LC, AtZF v 735, RICALET
l%. Goal Structuring Notification(GSN) % 7 1
Ry FEY 7 1 FHlNIC R S 72, Depend-
ability Case(D-Case) Z 243 %, D-Case %
HWT, ARV —F 4 V7Y AT L DRSS
Z. Z2DF RV =T 4 VT AT LOENRE
flifiRic L, Ry F~v—2, WL, 7 4L
MYz aryEofERICE D, EHET
fiffifii RO BAR IR E 5- 2 645, AT L
pAFEHE X, Ta v EY TRk E LT,
HHERVF2— 7R D 5 EEATTH
52 LR EDHLAZERTE 5,

B

EVETHIX, T4 XV E Y T 4 LIRS
PV —IVORIRE F£2.1 18R, 220,
WNR 7 ERE O TR 2 b DTH B, LA
TOHKET, 2o liizitdd %,



Table 2.1: Qualitative Evaluation Items

2 2.1 BRI EH H

FHEZH XEDOHMW 7x—X X RIERE
HARBIS A (availability) [iR3 CPU
A S A fS3EME: (reliability) Xl XEY
HEH LW ‘LA (safety) G JUAREER | 77 ANV AT A
N— RN 7k | BEA (integrity) fiti 5 R 5
R4 (maintainability) | Jii# A7
JHH CEva)
PRSF - BB AT LefE
JEgE - FAIH
2.1.1 Fault Source FHEZEE

First, it is important to clarify the problems
dealt by dependability support mechanisms.
For example, whether an operating system has
a mechanism to avoid system failure in a harsh
natural environment (e.g. where temperature
and humidity change rapidly) or not, will af-
fect the quality of the dependability support
provided. We will regard the factors to which
dependability support mechanisms take effect
as the fault sources of dependabilities. Fault
sources can be classified into those that reside
within the embedded device, and those with-
out. The former include software bugs inserted
by human errors, or malfunctioning hardware,
while the latter include natural hazards, or at-
tacks from malicious programs. These cate-
gories can be further divided, but we will not
do so to keep the metrics simple. Therefore,
we will use the entries shown in table 2.1 as
fault sources.

2.1.2 Purpose Property

In general, characteristics such as avail-
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ability and reliability are regarded as compo-
nents of dependability. Dependability support
mechanisms which target different structures
or functionalities may share a common pur-
pose (e.g. enhancing reliability). By contrast,
those that share a same target structure may
have different purposes (e.g. availability and
safety, respectively). These mechanisms com-
plement each other. It is important to reveal the
purpose of dependability support mechanisms
to discover and investigate such relationships.
We classify the purposes of dependability sup-
port mechanisms as shown in table 2.1. These
classifications are widely acknowledged in re-
searches concerning dependable systems[2].

2.1.3 Life Cycle Phase

Some dependability support tools take ef-
fect even within development and mainte-
nance/update time as opposed to only within
system execution time. We call these steps
in the system lifecycle as phases. Similar to
the development of a system or constituting
devices which has multiple processes such as
design, implementation, and evaluation, each
phase can be broken down into finer granular-
ity. We cannot discuss the dependability sup-
port mechanisms which take effect in different
phases together. Thus, we list the phases in
which dependability support mechanisms take
effect in table 2.1.

2.1.4 Target Functionality

The functionalities of an operating system
targeted by dependability support mechanisms
are diverse. For example, mechanisms which
improve real-time properties of a system, re-
sulting in enhanced availability and reliabil-
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y Evidence

Figure 2.1: The Framework of Assurance Case

2.1: Assurance Case DFEfH 2

ity through quicker system response, can be
regarded as targeting the scheduling function-
ality. Alternatively, a mechanism which en-
hances network reliability by guaranteeing a
bandwidth of network communication by ap-
plication programs, can be regarded as target-
ing the network functionality. We cannot dis-
cuss dependability support mechanisms which
target different functionalities together. Thus,
we clarify the functionalities to which the de-
pendability support mechanisms take effect.
We discuss around functionalities listed in ta-
ble 2.1 albeit an operating system has numer-
ous functionalities.

2.2 D-Case

Our metrics use a framework called D-Case
to make the discussion of qualitative evaluation
more objective.

2.2.1 Overview

Qualitative evaluation items, when used in
the evaluation of operating system dependabil-
ity, are checked based on subjective decision
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) G2221121 : Available time is
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ST: &70ONT 1125
ITEZS
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available time with energy

management.

ACT ?

(snipped)

ACT

Figure 2.2: GSN Grammar of Dependability Metrics

22: KXY 7 Z2I2EBT 5 GSN Filyk:

whether a mechanism or a tool satisfies a re-
quirement. When used in the estimation of
dependability requirements by system devel-
opers, they are checked in the same manner,
deciding whether the entry is actually needed.
Our metrics complement this subjective deci-
sion with benchmarks, validations, and fault
injections, as evidences of evaluation, or con-
This enables

more objective and concrete evaluation or es-

crete guidance for estimation.

timation. Our metrics accomplish this associa-
tion using Dependability Case (D-Case).

D-Case is an application of a framework
called Assurance Case[3]. Figure 2.1 depicts
the framework of Assurance Case. It divides
facts that need to be proposed to stakeholders
into sub-goals, building the framework of the
discussion at the same time, and ensures them
using evidences obtained from experiments or
axioms. Our metrics use the framework of As-
surance Case to associate the results of bench-
marks, validations, or fault injections to the
qualitative evaluation or estimation, enabling
them to be discussed more objectively.

10

R Y — L3 ZNZNOHEHE 2R/ L
IPEVIHIFFEDOTBICE T, FT A
T LPHFERT 4 R FE) T4 TR D
WCHW 2 5EICIZ, ZDIEEDRED E ) D>
EVI)FBICKk->T, F v 7 DFEIRD
5%, KX MY ZATIE, IhoDERUC
WL TRy Fv—7 0L, 74V FA v
Y7 vavilkaiRE, FEIC X 5 EHT
DL 5\ I3 FEEE D O BARME L LTt
J 5, 2T XD BB BRIP4 Rl
PRHELBDZWRBET S, AKX YT RIE,
Z OXRIEAT T %2 Dependability Case(D-Case)
ICXDHREL T 5,

D-Case |Z Assurance Case[3] & FEIE4 5
tHADISHTH %, [X2.1 12 Assurance Case
DPEFL A % R T, Assurance Case TlE., A
T — 7 RV PR L 72 W ERIH % iR O P
HAZRERL 36 7T — I aE LT
E, FHEORHEIrSBONLEIET VA
Lo TZENGZRAET D, KXY 7 ATl
Assurance Case DA Z VT, T4 RV
FEY T4 KRGS Y — VIS % E R
fii - A FERICR F~>—7 WL, 7 4
WA vY sy ay FEOfREFHIL LT
WIGIE 5, Zuc kb, FHiHED DN



2.2.2 Grammar

Our metrics use Goal Structuring Notation
(GSN)[1] to describe D-Case. We show the
grammar adopted in our metrics in figure 2.2.
A goal is what to be assured using D-Case, and
is a proposition such as “operating system A
is dependable® or “product X is dependable®.
A strategy is used to divide the goal into sub-
goals, an element is a functionality to use in
an operating system to accomplish a certain
goal, and evidence includes experiment results,
benchmarks (e.g. DS-Bench), or expert opin-

ions to prove a preceding goal.

2.2.3 Graph Structure

We set restrictions on goal division and
placement, regarding the composition of dis-
cussion (actual examples are illustrated in the
next chapter) which uses the above mentioned
grammar. To be precise, we compose D-Case
from an 8 leveled tree. This allows operat-
ing system developers, system developers, and
system users to discuss based on the D-Case
which have a same structure. This is neces-
sary for the comparison of operating systems
by system developers, or the matching between
dependability requirements and dependability
evaluation of operating systems. The 8 levels
within D-Case are as follows:

Level 1 is the final goal which states that the
operating system itself is dependable, and is a
target of discussion.

Level 2 divides a dependability into sub-goals.
Corresponds to purpose property.
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Level 3 divides level 2 sub-goals according to
system or product life cycle. Corresponds to
life cycle phase.

Level 4 divides level 3 sub-goals according to
functionalities of devices which constitute the
system. Corresponds to farget functionality.
Level 5 divides level 4 sub-goals according to
fault sources. Corresponds to fault source.
Level 6 and 7 divides level 5 sub-goals further.
Has finer granularity than the qualitative eval-
uation entries.

Level 8 complements sub-goals up to level 7
with evidences from benchmarks, validations,

or fault injections.

In the above list, level 1 through level 5 is
mandatory. That is, evaluators of operating
system dependability or estimators of system
dependability need to divide goals into level 1
through 5, and place them in the GSN. How-
ever, they can annotate an unaccomplished
goal node to the items not required, and abort
the discussion. Furthermore, level 8 is also

mandatory for operating system evaluators.
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835 Evaluation and Estimation of

Dependability
TARITE) T 1 DF

In this chapter, we will explain the depend-
ability evaluation of operating systems and the
dependability requirement estimation of real
systems using dependability metrics.

3.1 Evaluation of Depend-
ability

Dependability evaluations of operating sys-
tems concern qualitative evaluation of all of
the constituting dependability support mecha-
nisms and tools, and describing them as ele-
ments in D-Cases. In this section, due to the
page space, we will only discuss those parts
of DEOS D-Case which Accounting System
(ACT) [4] of Sugaya et al. relates. Since DEOS
is a work in progress, the elements in this sec-
tion include hypotheses and assumptions. This
evaluation result consist of investigations of [4]
and interview to the first author of [4].

First, ACT can be qualitatively evaluated as
a dependability support mechanism that sup-
ports availability (purpose property) of CPU,
memory, and network (target functionalities)
in the operation phase (life cycle phase) where
human errors and malicious attacks (fault
source) occur. Next, on top of this qualitative
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Figure 3.1: Dependability Case Related to Accounting System of Sugaya
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evaluation, D-Case can be described to com-
plement it with evidences such as benchmark
results or fault injections. Figure 3.1 depicts
part of a D-Case where CPUs are concerned.
Evidences such as benchmark results are not
shown in the diagram, since they are not col-
lected at this point. In figure 3.1, the D-Case at-
tempts to guarantee the availability of real-time
processes using ACT, when memory resources
are available, and worst case run-times are pre-
dictable (Cgroup is not part of DEOS, although
it can handle similar mechanisms since it is
bases on Linux). ACT is a mechanism to allow
all of the processes to be executed as rapidly
as possible, by restricting the use of CPU re-
sources. According to information on CPU
availability support by ATC we obtained from
[4] etc., ATC

(1) covers single/multi core CPUs, but does not
cover multi node CPUs.

(2) distinguishes real-time processes from non-
real-time processes.

(3) contributes partially to availability of real-
time processes.

(4) may miss temporal restrictions even if the
CPU resources are guaranteed, if the memory
resources are not. Delayed process executions
due to unavailable memory (waiting for other
processes to free them), may cause temporal
restriction to be missed.

From 1 and 2, we can branch from S1121
and S11211. From 4, we can tell that memory
availability affects CPU availability. 3 explains
the condition that ACT can only guarantee the
availability of real-time processes when worst
case run-times can be predicted. Thus, the sub-
goal regarding the availability of real-time pro-
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| GO : S is dependable. |

S0 : Consider each property of dependability.
| G1: S has availability. |
I
S1 : Consider availability assurance of each phase
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G11 : Availability is assured in
operation phase.

S11 : Consider availability of each resource.
y

G111 : CPU resources are

Properties of Dependability

Phases in Life Cycle

acceptably available.

L

S§112 : Consider causes of faults

with human mistakes.

G1111 : They are still available

Functional Components

Faults

Figure 3.2: Requirement Estimate of System S

IX| 3.2: > A5 L S DER H

cesses (G112111) depends on the sub-goal re-
garding memory availability (G111) , and the
sub-goal regarding worst case run-time predic-
tion (G12??7?).

3.2 Estimation of Depend-
ability

System developers can use the metrics to
describe dependability requirement estimates.
Then, they can match them to operating system
dependability evaluations, and find an operat-
ing system to adopt, and its composition (con-
figuration). In this section, we call this process
as matching. We assume that matching occurs
in a following manner.

Assume an operating system @ which has
just the dependability supports shown in fig-
ure 3.1, and an operating system £ which does
not have a dependability support for availabil-
ity. We will not show the dependability evalu-
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ation result of 8 due to the page space. Devel-
opers of each operating system are to disclose
the results of evaluation using our metrics.
Next, developers of system S and system S’
are to estimate dependability requirements as
described in figures 3.2 and 3.3 respectively.
These estimates are simple compared to D-
Cases that describe an operating system eval-
The first
requirement (requirement S) describes that the

uation, but they are still D-Cases.

system needs to provide availability in an envi-
ronment where human errors are assumed. The
second (requirement S’ ), in contrast, describes
more precisely that every process is required to
record values above threshold X in benchmark
B, on single/multi core CPUs. System devel-
opers can obtain following information from
comparing these D-Cases to the evaluation re-
sults of both operating systems.

First, a fulfills both of the requirements if
ACT is used, and the result of benchmark B
is above threshold X. If not, a only fulfills
requirement S. By contrast, 8 does not ful-
fill both of the requirements, since it does not
provide availability. Here, using ACT in « is
called a configuration. Actual requirements
are more diverse than those in this scenario,
and hence mechanisms used are also more di-
verse. Matching, as shown above, can deter-
mine which operating system to adopt, and
which dependability support mechanisms or
tools to use therein.
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$4E Summary

BbbIC

This paper proposed dependability metrics
which enables discussion of dependability sup-
port required by a system or provided by an
operating system. The metrics consist of 4
types of qualitative evaluations, and D-Case
which complements them with evidences in-
cluding benchmark results. Our metrics ex-
tend GSN in order to clarify relationships be-
tween dependability support mechanisms/tools
and goals. Furthermore, we put restrictions in
separation and placement of the goals, allow-
ing more exhaustive discussion on dependabil-
ity. We plan to extend the metrics as follows:

1. The metrics need to enable on the fly de-
pendability evaluation during system run-time.
As a result, a feedback loop where the system
users monitor the policies regarding depend-
ability, and change the system behavior can be
realized.

2.  The metrics currently cannot analyze
risks of fault sources. In order to enable com-
parison between different dependability sup-
port mechanisms, we plan to put a mecha-
nism to measure the anticipated results of fault
sources.

3. The metrics does not determine a method
to quantify D-Case, which avoids quantitative
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evaluation. We will investigate on methods
to calculate overall dependability support pro-
vided by an operating system, with effects of
dependability mechanisms and secondary ef-

fects such as overheads in consideration.

Finally, we are developing a dependability
benchmark that aims to quantitatively evaluate
above mentioned effects and secondary effects.
Refer to “DEOS Benchmarks* on this subject.
Furthermore, refer to “DEOS Configurations
for discussion on quantity and quality of de-
pendability support (dependability configura-
tions) required by embedded systems with dif-
ferent compositions or purposes.
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{3 A Case Study

T—ARRAIT 1

We will illustrate the dependability estima-
tion and the matching of real systems using
a demo system, which will be introduced in
the DEOS mid-term meeting scheduled on 4th
of September 2009, as an example (the demo
system described is being designed/developed,
and may differ at the actual meeting). Figure
A.1 shows the overview of the demo system in
design/development.

A.1 System Overview

Figure A.1 shows a system to emulate indus-
trial monitoring systems. Client machines on
the left (CM1, 2, and 3) monitor using cam-
eras. The recorded image is sent to the server
machines (SM1, 2) and is stored. At the mon-
itoring client on the right (SH), the images are
manually monitored. Following DEOS tech-
nologies in development are planned to be used
in this demo system:

ACT [4] guarantees the processing ability of
multiple processes through CPU consumption
Actually, it restricts CPU work
load of face recognition software which runs

restriction.

in the camera clients, and guarantees tasks
such as image transfers. It enhances reliabil-
ity/availability through resource optimization.
SIAC [5] realizes unification of duplex servers
and fail over on a server failure. It provides
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Figure A.1: An Emulation System of Industrial Monitoring Systems
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load balancing (sending data from CM to ei-
ther SM1 or SM2 with lower work load) and
robustness (switching the destination when one
of the SM which receives data from CM fails).
It provides dependability support through re-
dundancy.

RI2N [6] realizes unification of duplex com-
munication channels and fail over on a chan-
nel failure. Actually, it multiplexes the com-
munication channel between SM and SH, and
while regularly using both the channels, en-
ables communication on a single channel in
case of a failure. It provides dependability sup-
port through redundancy.

TR [7] guarantees the run-time of only the pri-
mary processes, for energy conservation. Ac-
tually, running in the camera client powered by
batteries, it controls power of devices such as
LCDs according to conduction of image check-
ing. It provides dependability support through
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resource optimization.

P-Bus [8] realizes safe attachment/detachment
ACT, SIAC, RI2N, and
TR are all provided as P-Bus components (P-

of kernel modules.
Component). It provides dependability sup-
port through abstraction of the kernel structure.
However, we will not discuss it here, since it
targets operating system mechanism develop-
ers.

VMC conducts remote control of the system
from failure detection of the components. Ac-
tually, it runs in CM1 or SH, and reboots the
guest OS from the host OS, when the guest OS
stops due to a failure. Moreover, it removes
a P-Component of unverified version from the
kernel when it is attached. It provides depend-
ability support through virtualization.
TCHK,MCHK [9][10] verifies P-Component
(RI2N) through type/model checking. It pro-
vides dependability support through verifica-
tion. However, we will not discuss it here,
since it targets operating system mechanism
developers.

In the following sections, we will describe
the process to derive a constitution of above
mentioned DEOS technologies (configuration)
for the development of industrial monitoring
systems using dependability metrics. System
developers who develop industrial monitoring
system using embedded OSs, compares the
evaluation of DEOS or other OSs using the
metrics, with the estimation of required de-
pendabilities. As a result, they can decide on
which OS to adopt. Since DEOS is currently
under development, we will simulate the use of
the metrics instead of conducting a real evalu-
ation in which DEOS would be compared to
other OSs.
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A.2 Requirements

The demo system is assumed to record
high resolution images and to store the large
scale data semi-permanently in a server. Cur-
rent surveillance cameras generally have VGA
(640x480) or QVGA (320x240) resolutions,
but we will assume requirements to record
higher resolution images intended for exam-
ple use in areas with high crime rate, where
image recognition of criminal faces or number
plates may be needed. Moreover, we aim for
the system to scale to the number of cameras.
A developer of a monitoring system may set
the requirements as follows:

1. In CM2, processing time for high resolution
images need to be ensured, and future increase
in numbers of cameras need to be managed.

2. SM needs to recover from failures in order
not to lose important images. It needs to pro-
vide high availability by managing both over-
all/inner server communication failures.

3. Surveillance cameras need to operate for
long period of time, but the power supply may
fall short. Hence, high efficiency of power us-
age is required.

4. CM needs to provide safe software update
in the future, and remote system reboot on fail-
ures.

A.3 Qualitative Estimation

We will now conduct a qualitatively estima-
tion to meet above mentioned requirements.
We will describe each of the axes of the met-
rics corresponding to the requirements.

1. Processing time for high resolution im-
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ages need to be ensured

Fault Source: DOS attack (malicious soft-
ware), software bug (human error)

Purpose Property: availability

Life Cycle Phase: operation

Target Functionality: CPU (image encoding
and transfer are real-time processes, while im-
age display is a non-real-time process)

2. High resolution images always need to be
stored.

Fault Source: hardware failure

Purpose Property: availability

Life Cycle Phase: operation

Target Functionality: overall system (server)

3. Energy efficiency of surveillance cameras
need to be enhanced.

Fault Source: hardware failure

Purpose Property: availability

Life Cycle Phase: operation

Target Functionality: power

4. Surveillance cameras need to be con-
trolled remotely.

Fault Source: stops due to remaining software
bugs (human error), version mismatch of P-
Component (human error)

Purpose Property: reliability

Life Cycle Phase: operation, maintenance/update
Target Functionality: overall system (client)

A.4 Matching

The developer of the surveillance system de-
scribes above mentioned requirements using
D-Case, and compare them to the D-Case of
DEOS. They will obtain D-Cases shown in fig-
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ures A.2 and A.3 as products. These are ob-
tained by matching the D-Case of the require-
ments with that of DEOS, and by extracting el-
emental technologies to be used. Furthermore,
the two D-Cases combined is the D-Case of the
overall surveillance system. The system, since
it is designed after the elemental technologies
to be used are determined, all of the depend-
ability requirements will naturally be fulfilled.
Following information can be obtained from
these D-Cases:
1. ACT contributes to the CPU availability dur-
ing operation. 2. SIAC contributes to the avail-
ability of overall system (server) during opera-
tion. 3. RI2N contributes to the availability of
communication during operation. 4. TR con-
tributes to the availability of power during op-
eration. 5. VMC contributes to the reliability
of the overall system (client) during operation.
The composition of elemental technologies
as illustrated above, is the configuration of
DEOS which fulfills the dependability require-
ments of the system.
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